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[1] In the middle atmosphere, solar thermal tides cause large variations in the background
conditions for gravity-wave propagation. The induced modulation of gravity-wave
pseudo-momentum fluxes is responsible for a diurnal force. In past studies, this forcing
was derived from gravity-wave parameterizations which neglect time-dependence and
horizontal inhomogeneities of the background flow. In our study, we evaluate these
assumptions using a highly simplified gravity-wave ensemble. With the help of a global
ray-tracing model, a small number of different gravity-wave fields is transported through
a time-changing background which is composed of a climatological mean and tidal
fields from a general circulation model. Within three off-line experiments, assumptions
on horizontal and temporal dependence of the background conditions have been
successively omitted. Time-dependence leads to a modulation of gravity-wave observed
frequencies and its phase velocities. Transient critical layers disappear. The amplitude of
the diurnal forcing is reduced. Horizontal inhomogeneities induce a refraction of the
gravity waves into the jet stream cores. Horizontal propagation can lead to large
meridional displacements and an inter-hemispheric exchange of gravity-wave energy.
With equivalent Rayleigh friction coefficients, it is shown that for the gravity-wave
ensemble in use the damping of tidal amplitudes is reduced when horizontal and time
dependence of tidal background conditions are taken into account.
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1. Introduction

[2] Upward propagating gravity waves (GWs) transport a
significant amount of momentum and energy from the lower
to the middle atmosphere [Fritts and Alexander, 2003]. In the
mesosphere / lower thermosphere (MLT) region GW break-
ing causes a mean force which is approximately balanced by
a mean Coriolis torque and drives the large-scale meridional
circulation. Main mechanisms which lead to the interaction
of GWs and temporally averaged flow are well established
[Lindzen, 1981; Holton, 1982; Dunkerton, 1982], but there is
still some uncertainty concerning the interaction of GWswith
middle-atmosphere variability patterns. One of them are solar
thermal tides. These are excited to the largest part by large-
scale solar heating of water vapor in the upper troposphere
and ozone in the stratosphere as well as latent heat release in
tropical convection regions [Chapman and Lindzen, 1970;
Grieger et al., 2004; Achatz et al., 2008].
[3] For the GW-tide interaction it is believed that the

periodic modulation of GW breaking into small turbulent

structures is responsible for the diurnal GW forcing. Hence,
a detailed description of the GW-tide interaction process
should incorporate a huge range of scales, from global
structures to small-scale eddies. But, this is beyond the cur-
rent computer capabilities. Most of former investigations
used parameterizations of turbulent and GW forces and
heating rates. Especially, GW parameterizations are not well
constrained in their choice of GW source parameters as well
as diffusion mechanisms [Alexander et al., 2010]. This seems
to be the origin of an ongoing controversy about the effect of
GWs on tidal amplitudes (see Ortland and Alexander [2006]
and discussion therein).
[4] Previous investigations of the GW-tidal interaction

may be sorted into two groups: (1) global modeling applying
a linear tidal model [Miyahara and Forbes, 1991; Forbes
et al., 1991; Meyer, 1999; Ortland and Alexander, 2006] or
a non-linear general circulation model (GCM) [Mayr et al.,
1999, 2001; Akmaev, 2001; McLandress, 2002] with a sim-
plified GW parameterization and (2) local ray-tracing studies
focusing on the interaction between large-scale and groups of
small-scale waves [Broutman, 1984; Broutman and Young,
1986; Zhong et al., 1995; Eckermann and Marks, 1996;
Sonmor and Klaassen, 2000; Walterscheid, 2000; Sartelet,
2003]. Additionally, some new input to the field comes
from non-linear GCM studies with resolved hydrostatic GWs
[Watanabe and Miyahara, 2009].
[5] Although simulations of the first group reproduce

many features of both the atmospheric mean circulation and
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the solar tides, they possibly suffer from one major disad-
vantage hidden in the GW parameterization. In these, strong
assumptions about the propagation and time dependence of
GW fields have been imposed. Conventional GW para-
meterizations work in vertical columns which are assumed
to be independent from each other, ignoring horizontal
inhomogeneities in the large-scale flow [McLandress, 1998].
Furthermore, time-dependence of the background (BG)
conditions is neglected. It is supposed that GW fields just
see a quasi-stationary mean flow and adjust instantaneously
to its changes. This assumption has originally been intro-
duced for the representation of the interaction between GWs
and a very slowly developing mean flow, but might be less
appropriate for the interaction of GWs with solar tides.
[6] In the second group, detailed studies of GW propaga-

tion in more or less extremely simplified BG situations have
been performed. For instance, Eckermann and Marks [1996]
investigated a set of GW rays within a monochromatic and
an amplitude-modulated tidal wave. The time-dependence of
their chosen large-scale waves caused (1) a modulation of
the GW observed frequency and thus of the horizontal phase
velocity and (2) a local temporal change in the GW ampli-
tude. From the latter, a non-dissipative GW force resulted
induced by transient Eliassen-Palm (EP) flux effects. In the
saturation region, lower diurnal GW forces were found
compared to the conventional Lindzen GW parameterization
[Lindzen, 1981].
[7] The aim of our study is to extend the results by

Eckermann and Marks [1996] to more realistic tidal motion
and investigate the effect of propagation and dissipation of
GWs in realistic tidal fields with the help of global ray-
tracing simulations. We successively relax assumptions on
horizontal inhomogeneity and time-dependence of the BG
conditions and directly compare different results of each
approximation. Special focus is on the diurnal GW force
which acts back on the tide.
[8] We like to emphasize that the current study is restricted

by the use of an extremely simplified GW ensemble. For the
sake of simplicity, a small number of horizontally homoge-
neous and continuously emitting GW sources have been
considered. This has the advantage that all resulting temporal
variability and horizontal inhomogeneity in the GW fields
can be uniquely attributed to the impact of the BG conditions.
The investigation of more realistic source configurations is
left to future research.
[9] The paper is structured as follows: In section 2, the

global ray-tracing model, the GW ensemble and the back-
ground-flow data for the different simulation setups are
described. In the following sections 3 and 4 effects of GW
frequency modulation and refraction of the horizontal GW
vector are discussed, respectively. In section 5, the periodic
forces due to GW stresses are presented. Possible effects of
the GW forcing on tidal structures are discussed on the basis
of equivalent Rayleigh-friction coefficients. A summary is
given in section 6 and a detailed derivation and description
of the ray tracing method is provided in Appendix A.

2. Model Description

2.1. Basics

[10] Under the assumption of a clear scale separation
between background and small-scale gravity wave structures,

an approximate WKB theory of locally monochromatic GWs
can be established. With the help of multiscale analysis, a
hierarchy of equations can be derived [Grimshaw, 1975;
Achatz et al., 2010]. To leading order, a local dispersion
relation and polarization relations between GW amplitudes
are obtained.
[11] For our study, the dispersion relation

ŵ2 ¼ w� u ⋅ kð Þ2 ¼ N 2k2h þ f 2m2

jkj2 ð1Þ

has been employed where k = kel + lej + mez, kh ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ l2

p
, ŵ and w denote wave vector, the horizontal wave

number, intrinsic frequency and observed frequency,
respectively, with the set of unit vectors {el, ej, ez} of the
spherical coordinate system. The horizontal BG wind
u = u(l, j, z, t), the reference buoyancy frequency N(z)
and the Coriolis parameter f (j) are allowed to vary slowly
in l, j, z, and t which are geographic longitude, latitude,
geometric altitude and time, respectively. Thermodynamic
reference profiles have been calculated via horizontal aver-
aging of the 3D mean flow. Compared to previous ray-
tracing studies [Marks and Eckermann, 1995; Hasha et al.,
2008], temporal and horizontal variations of the buoyancy
frequency N and the scale height factor 1/4Hr

2 are neglected.
Detailed investigations showed that these terms do not sig-
nificantly contribute to the diurnal forces which is in line
with Zhong et al. [1995]. Furthermore, the Doppler shift by
the vertical BG wind wm as investigated by Walterscheid
[2000] was a priory neglected in our study. The quantifica-
tion of the impact of this term on the diurnal force is needed
in future research.
[12] In ray tracing, an initial, locally monochromatic GW

field is divided into small parts in which local values of w, k
and an appropriate amplitude measure can be defined. Each
part of the GW field is called wave parcel and is followed
along its group velocity cg = cglel + cgjej + cgzez given in
(A13)–(A15). The geometric position x of the wave parcel
is determined by its initial position and the solution of
dtx = cg where dt is the derivative along the group ray.
[13] As shown in Appendix A1, the ray tracing equations

in a shallow atmosphere are

dtw ¼ k ⋅ ∂tu; ð2Þ

dtk ¼ �k ⋅
∂lu

aEcosj
þ ktanj

aE
ĉgj; ð3Þ

dtl ¼ �k ⋅
∂ju
aE

� fm2

ŵjkj2
∂jf
aE

� ktanj
aE

ĉgl; ð4Þ

dtm ¼ �k ⋅ ∂zu� Nk2h
ŵjkj2 ∂zN ð5Þ

where aE is the earth radius, and ĉgl, ĉgj denote the intrinsic
zonal and meridional group velocity, respectively. The time-
dependence of the BG wind, in our case the effect of the
diurnal tide, induces a modulation of GW observed fre-
quency w along the ray. The horizontal gradients in the BG
conditions lead to changes in the horizontal GW numbers.
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Furthermore, the convergence of the meridians due to the
curvature of earth lead to turning of the horizontal wave
vector kh as indicated by the last terms of equations (3)
and (4). Several aspects of the numerical implementation
of the global ray tracing are discussed in Appendix A2.
[14] Following Grimshaw [1975], the GW amplitude

equation arises in next order of WKB expansion. It con-
denses to the wave action law [see also Bretherton and
Garrett [1968]

dtA ¼ �Ar ⋅ cg � t�1A ð6Þ

with

r ⋅ cg ¼
∂lcgl þ ∂j cosjcgj

� �
aEcosj

þ ∂zcgz; ð7Þ

where A denotes the wave action density and t�1 is the
damping rate mainly due to wave breaking processes. The
change in the volume of a ray bundle [Walterscheid, 2000] is
determined by the divergence of the group flow. Wave
action conservation is also known in a much more general
context [Andrews and McIntyre, 1978; Grimshaw, 1984].
[15] The damping rate t�1 in the second term of ride-hand

side of equation (6) is estimated via a highly simplified
turbulence parameterization based on saturation theory
[Lindzen, 1981]. In this scheme, the GW amplitudes are
forced back to the convective instability threshold if they
have the tendency to grow above it. t�1 is calculated in a way
to ensure that the saturation condition is fulfilled [Holton,
1982]. As we are concerned with GW forces only, the
explicit dependence of t on the diffusion coefficient and
Prandtl number can remain unspecified (for a sophisticated
approach see Marks and Eckermann [1995]). Additionally,
in the MLT region molecular viscosity and thermal diffu-
sivity become more important and are included into the
damping process. Note however that in the middle and upper
thermosphere, also the dispersion of GW fields would be
strongly affected by molecular motion [Vadas and Fritts,
2005].

[16] Using equation (6), a ray equation for the vertical
flux of wave action FA = cgzA is obtained, i.e. dtFA =
dtcgzA + cgzdtA, and can be written as

dtFA ¼ � t�1 � t�1
non

� �
FA; ð8Þ

where all non-dissipative effects have been collected into
the rate

t�1
non ¼ c�1

gz ∂tcgz þ cgl∂lcgz � cgz∂lcgl
aEcosj

�

þ cosjcgj
� �

∂jcgz � cgz∂j cosjcgy
� �

aEcosj

�
ð9Þ

which can be either positive or negative. tnon
�1 is derived by

expanding and rewriting the terms dtcgzA and � Ar ⋅ cg via
dt = ∂t + cgl/(aEcosj)∂l + cgy /aE∂j + cgz∂z and equation (7).
Equation (8) extends the relation given by Marks and
Eckermann [1995] to time-dependent flows in spherical
geometry. Changes in FA result from dissipation via �t�1FA

and from temporal and horizontal variations of group veloc-
ity via tnon

�1FA. The latter are connected to a local change of
the volume which neighboring GW rays occupy [Broutman
et al., 2004]. In our simulations, the turbulent damping is
the major contribution and changes in GW properties, e.g. w
and kh, modify the GW breakdown, in our formulation, the
damping rate t�1. Hence, time- and horizontal dependence
of the background flow have mainly an indirect impact on the
diurnal GW force in changing the turbulence parameteriza-
tion. This is in contrast to direct non-dissipative forces due to
transience and horizontal refraction, i.e. from tnon

�1FA, as
discussed by, e.g., Dunkerton [1981], Eckermann and Marks
[1996], and Bühler [2009].

2.2. Gravity-Wave Ensemble

[17] In the present simulations, a small and highly ideal-
ized GW ensemble of Becker and Schmitz [2003], listed in
Table 1, was used. GWs with horizontal wavelengths
between about 400 km to 600 km and random initial phases
are globally homogeneously and continuously emitted at the
lower boundary, ẑB = 20 km (̂z denotes the average geo-
potential height, see Appendix A2). Each of the 14 indi-
vidual and independent GW components are integrated
forward separately. The individual GWs have initial hori-
zontal phase velocities ch between 7 and 30 m/s and are
directed into 8 equi-distant azimuth directions with an
increment of 45° beginning at east and increasing counter-
clockwise. Furthermore, the GW ensemble is non-isotropic
with largest kh directed to east, largest ch in zonal directions
and largest momentum flux to the west as given in Table 1.
[18] It was shown by Becker and Schmitz [2003] that the

mean residual circulation of middle atmosphere is well
reproduced in a large-scale GCM when their GW ensemble
is used in a Lindzen GW parameterization. Note however
that, as that mostly resulted from tuning the GW parameters,
this GW ensemble is just one of many possibilities. There-
fore, the simple GW ensemble is viewed as a toy configu-
ration in which the effect of temporal and horizontal
variation of the BG conditions is investigated by way of a
reasonably motivated example. Beside its shortcomings, we
did not indent to retune the given GW ensemble for the
present study.

Table 1. The 14 Members of the GW Ensemble Used in the
Simulationsa

Number a (deg) Lh (km) ch (ms�1) Fh (10
�3Jm�3)

1 0 385 6.8 0.32
2 45 410 6.8 0.38
3 90 504 10.2 0.35
4 135 570 6.8 0.38
5 180 596 6.8 0.45
6 225 570 6.8 0.38
7 270 504 10.2 0.35
8 315 410 6.8 0.38
9 0 385 32.8 0.32
10 45 410 20.4 0.38
11 135 570 20.4 0.38
12 180 596 32.8 0.45
13 225 570 20.4 0.38
14 315 410 20.4 0.38

aAbbreviations: a denotes the azimuth angle which is zero toward the
east and increases counter-clockwise, Lh and ch are horizontal wavelength
and phase velocity in wave direction and Fh vertical flux of horizontal
momentum at the lower boundary ẑB.
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2.3. Background Data

[19] In the ray simulations, the background-field has been
taken from the coupled chemistry climate model HAM-
MONIA which is explained by Schmidt et al. [2006] in
detail. It was shown by several studies that simulation results
from HAMMONIA compare quite well with recent obser-
vations [e.g., Achatz et al., 2008; Yuan et al., 2008]. Global
horizontal wind, temperature and geo-potential height data
have been provided from a twenty year time slice experi-
ment from 1980 to 1999 in typical solar maximum condi-
tions with a spectral truncation at T31 and 67 vertical levels.
Monthly averaged values at eight different times a day
within an interval of 3 hours have been used to calculate a
monthly mean diurnal cycle. Mean January values have been
chosen. By a Fourier analysis in time, the latter has been
analyzed for the monthly average and the diurnal tide. E.g.
the zonal wind is represented by

u l;j; h; tð Þ ¼ �u l;j; hð Þ þ uT l;j; h; tð Þ; ð10Þ

where the tidal wind component is

uT ¼ uR cos Wtð Þ þ uI sin Wtð Þ: ð11Þ

Here, W = 2p(24h)�1 is the diurnal frequency, uR(l, j, h)
and uI(l, j, h) are the corresponding Fourier coefficients
and h is HAMMONIA’s generalized vertical coordinate. For
simplicity, semi-diurnal and shorter-period tidal variations
have been excluded.
[20] The zonally and temporally averaged zonal wind [ū]

and temperature �T½ �are plotted in Figure 1 for reference. Here,
brackets and overbars denote zonal and temporal averaging
over one latitude circle and one period, respectively. The
climatological flow is reasonably well represented.
[21] The total amplitude of the diurnal variation is defined

in analogy to a zonal and temporal root-mean square, e.g. as

U ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2R þ u2I½ �

q
; ð12Þ

which corresponds to the amplitude definition of Ortland
and Alexander [2006]. The zonal wind amplitude U and
meridional wind amplitude V are given in Figure 2 and have
a double maximum structure with peaks at about 20°N and
20°S and between 100 km and 110 km.
[22] The migrating parts of diurnal variations have zonal

wave number one and follow the apparent motion of sun.
Their corresponding amplitudes, also plotted in Figure 2,
share the same double maximum structure, but are less in
strength than the total amplitudes. The non-migrating tides,
investigated by several authors [Achatz et al., 2008, and
references therein], are excited by the heating in equatorial
convection zones and by the interaction of the migrating tide
with planetary waves. The amplitudes of non-migrating tides
show a single maximum in the tropics and are comparable to
or even larger than their migrating counterparts. Migrating
as well as non-migrating tides are considered as background
for GW propagation.

2.4. Experimental Setup

[23] A hierarchy of three different experiments, named
“full”, “noREF” and “TS”, with decreasing complexity has
been used, as listed in Table 2.
[24] The “full” experiment refers to a full ray-tracing sim-

ulation without any approximations for horizontal and time
dependence, i.e. the unmodified equations (2)–(5) and (8) are
integrated along the raypath given by equations (A10),
(A11), and (A12). Thus, changes in w, kh and m appear and
are induced by mean flow changes. Also, the geographical
distribution of the GW fields is altered.
[25] “noREF” (no refraction) is a simplified ray-tracing

experiment in which neither horizontal refraction nor hori-
zontal propagation are allowed. In the simulation, the right-
hand sides of equations (A10), (A11) and (3) and (4) have
been set to zero. Additionally, horizontal derivatives and
curvature terms in equation (8) have been ignored. Hence in
experiment “noREF”, ray points are only allowed to propa-
gate vertically, but have a finite group velocity and feel the
transience of the BG wind. The horizontal wave vector kh is

Figure 1. January mean zonally averaged (a) zonal wind [ū] in ms�1 and (b) temperature �T½ � in K from
HAMMONIA simulations.
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constant along each group ray, but w and m vary to com-
pensate temporal and vertical changes in the BG conditions,
respectively.
[26] The third experiment is denoted by “TS” (time slic-

ing) and is equivalent to a Lindzen-type vertical column
parameterization with temporally fixed BG fields at each
time step [McLandress, 1998]. Only vertical variations of
the background are taken into account. A set of simulations
was performed in a stationary background containing the
temporal mean state and the diurnal tide fixed at one par-
ticular phase, i.e.

uTS;n ¼ �uþ uRcos 2pn=12ð Þ þ uI sin 2pn=12ð Þ; ð13Þ

where n = 1,…,12 was chosen for a good sampling of the
diurnal cycle. At the end, all results for different tidal phases
have been combined together.
[27] With the three experiments, effects of frequency

modulation and the refraction of horizontal wave vector can
be extracted. Differences between “TS” and “noREF” are
attributed to the first, whereas differences between “noREF”
and “full” to the latter. As the simpler simulations “TS” and

“noREF” are obtained by successively simplifying the “full”
ray-tracing system, a consistent comparison of the results is
possible while keeping numerical and implementation
aspects the same.

3. Gravity-Wave Frequency and Phase-Speed
Modulation

3.1. The Mechanism of Frequency Modulation

[28] We consider a simple background flow which only
consists of a zonal wind component u(z,t) = U sin(Mz � Wt)
with the large-scale vertical wave number M = �2p/Lz and

Table 2. Overview of Three Different Experiments Which Have
Been Performed With the Same Initial Conditions and BG
Mediuma

Dependence full noREF TS

Time yes yes no
Horizontal yes no no

aNotation: “full”, “noREF” and “TS” are the short-cuts of experiments
explained in detail in the text.

Figure 2. Amplitudes of diurnal variations of (a, b, and c) zonal wind U and (d, e, and f) meridional wind
V in ms�1. Total tidal variations (Figures 2a and 2d) are decomposed in sun-synchronous migrating parts
(Figures 2b and 2e) and the residual non-migrating parts (Figures 2c and 2f). Contours are in intervals of
5 ms�1.
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vertical wavelength Lz [Broutman, 1984; Broutman and
Young, 1986; Eckermann and Marks, 1996]. For diurnal
tides with M = �2p (30 km)�1 and W = 2p (1 day)�1, the
phase progression C = W/M is downward and in the order of
0.3 m/s. We assume that the wind amplitude U is zero at the
ground and slowly increases to a constant value above a
certain altitude z0. Additionally, the thermodynamic BG
state is set to isothermal.
[29] Two counter-propagating GW trains, i.e. propagating

in positive and negative zonal direction with zonal wave
number k =�k0, are continuously emitted at ground with the
phase velocities c = �c0. Then the ray-tracing equations (2)
and (3) reduce to

dtw ¼ k∂tu; ð14Þ

dtk ¼ 0; ð15Þ

which can be combined to the ray equation for the zonal
phase velocity c = w/k

dtc ¼ ∂tu: ð16Þ

From equation (16), we infer that a local tendency of BG
wind is connected to a change of zonal phase velocity c along
the ray. But as also shown by Eckermann and Marks [1996]
and Walterscheid [2000], phase velocity changes arise only
due to frequency changes. Above z0, u is monochromatic and
a solution of the form c(z-Ct) can be found for which
equation (16) changes to

1þ cgz
jCj

� �
∂tc ¼ ∂tu: ð17Þ

Assuming small U, the ansatz

c ≈ �c0 þ dc sin Mz� Wtð Þ: ð18Þ

gives the phase velocity variation dc to the lowest order

dc ¼ U

1þ cgz;0
jCj

; ð19Þ

where the initial vertical group velocity cgz,0 was included.
For upward propagating GWs, the frequency modulation acts
so that c follows u as shown in Figure 3. Approximations (18)
and (19) perform quite well even in the case of large U. Only
peak values of c in Figure 3 are under-estimated in regions
where vertical GW motion is slowed down. As pointed out
e.g. by Walterscheid [2000], the slower the GW propagates
in the vertical, the more pronounced is the effect of fre-
quency modulation. In the two limits, we obtain for
cgz,0 ≪ |C| : dc → U and for cgz,0 ≫ |C| : dc → 0. Hence, the
effect is important for slow GWs and seems to be negli-
gible for fast GWs. For typical values of N = 2p(300s)�1,
kh = 2p(300km)�1 and c0 = 20m/s the vertical group
velocity of GWs is nearly equal to the tidal phase pro-
gression, i.e. cgz,0 ≈ |C|, therefore the variation of the
phase velocity is about dc ≈ U/2.
[30] One might conclude that the effect of frequency

modulation is restricted to only the small part of very slowly
vertical propagating GWs in the spectrum. However, it is
believed that critical layer-type interactions with the mean
wind are very important to induce breakdown and dissipa-
tion of GWs in the middle atmosphere and especially in the
mesopause region [Fritts and Alexander, 2003]. When a
spectrum of GWs approaches a critical region, a large part of
the spectrum is slowed down and becomes aware of the
time-dependence of the BG conditions. This makes us
believe that the effect of frequency modulation is of overall
importance in a realistic middle-atmosphere including tem-
poral variation of solar-thermal tides.

3.2. The Impact on Saturated Gravity-Wave Trains

[31] In the following, we compare forces induced by sat-
urated GW trains in the simple example from above: for a
conventional vertical-column parameterization and for the
consistent time-dependent solution of equation (16), respec-
tively. For mid-frequency GWs, the zonal wind amplitude |u′|
is set back to the saturation threshold |us′ | = |c � u| above the
level of convective instability [Fritts, 1984]. This also applies
for time-dependent flows. Saturation leads to a flux of zonal
GW pseudo-momentum

F ¼ rr
2

k

N
ĉ3h ¼

rr
2

k0
N

c� uð Þ3; ð20Þ

where the horizontal intrinsic phase velocity ĉh ¼ � c� uð Þ,
the zonal wave number k = �k0 and the reference density rr
were used. Restricting to the case of small U and c0 ≫ U,
where in the conventional approach no critical levels are
encountered and saturation is not disrupted due to strong
wind shears which may overcome the effect of density
decrease, the resulting zonal force is �∂zF/rr.

Figure 3. The vertical profiles of zonal wind (thick solid) with
U = 40 ms�1 and the exact solution for c of equation (17)
for 3 counter-propagating GW pairs: c0 = 5 ms�1 (dotted),
c0 = 30 ms�1 (thick dashed) and c0 = 60 ms�1 (dot-dashed).
The linear approximation (18) for c0 = 30 ms�1 (thin dashed)
is also shown. In the calculations, the Coriolis effect has been
neglected.
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[32] In the conventional approach, the GW phase velocity
is assumed is to be constant, i.e. c = �c0, and thus, the
saturation flux becomes

F�
conv ¼

rr
2

k0
N

�c30 � 3c20Usin Mz� Wtð Þ þ…
� �

; ð21Þ

where terms nonlinear in U are not given explicitly. The
diurnal force exerted on the mean flow due to the damping
of counter-propagating GWs is

fconv;T ¼ � 1

rr

∂
∂z

Fþ
conv þ F�

conv

� � ð22Þ

¼ � 3c20Uk0
N

1

Hr
sinFT �McosFT

� �
ð23Þ

with the tidal phase FT = Mz � Wt and the density scale
height Hr =� (∂zlnrr)�1. Terms nonlinear in U/c0 have been
neglected.
[33] But, by taking realistic GW propagation into account,

the periodic change in the BG wind induces a modulation of
frequency and hence zonal phase velocity (see equations (19)
and (18)). This effect reduces the variation of the intrinsic
horizontal phase velocity, saturation pseudo-momentum
flux and hence the diurnal force due to GWs. Utilizing
equation (18), we obtain for the diurnal force

fT ¼ fconv;T 1� dc
U

� �
ð24Þ

and recall that dc < U, which is ensured by equation (19).
Therefore, the diurnal GW force fT is reduced due to phase
velocity variations compared to the conventional approach.
Note also, that no critical layer is encountered for GWs in
the time-dependent approach. The localized deposition of
GW pseudo-momentum at the conventional critical layer is
smoothed out by the effects of frequency modulation.

3.3. Vertical-Column Thinking and Phase-Velocity
Modulation in Realistic Flows

[34] As mentioned before, large-scale circulation models
need to apply GW parameterizations [McLandress, 1998].
Horizontal gradients of the BG medium are neglected which
leads via equations (3) and (4) to a conserved horizontal
wave number kh. Possibly of graver consequence, time-
dependence of the transient large-scale motion is neglected
in the vertical column. GW trains are assumed to feel a
stationary background and adjust instantaneously to a given
wind field. In this sense, perturbations in the GW field
propagate infinitely fast to the levels above. The advective
timescale, however, connected to the time which a part of a
GW field vertically propagates can be in the order of a day
and longer. But, the scale-separation assumption is still ful-
filled if the GW times scale �ŵ�1 is significantly smaller
than a day. In equation (18), the ratio cgz,0/C can be inter-
preted as ratio between BG timescale and GW advective
timescale and directly affects the variation of GW phase
velocities and diurnal forces.

[35] The experience obtained from the vertical column
model has guided the conventional thinking of gravity
wave - mean flow interaction. There, the horizontal phase
velocity of the GWs, ch, is assumed to be constant and
compared to the horizontal BG wind in GW direction,
uh = u ⋅ kh/kh. The difference between both, i.e. the intrinsic
horizontal phase velocity ĉh ¼ ch � uh , is to a good
approximation direct proportional to the vertical GW length.
When ĉh approaches its minimum, the vertical structure of
the GW shrinks and turbulent diffusion becomes much more
effective. The saturation momentum flux (20) is/ ĉh

3 whose
vertical variations determine the GW force on the BGmedium.
Hence, a consistent estimate of ĉh is of major importance.
[36] Figure 4 shows the zonal phase velocity for GW

ensemble member 12 (see Table 1) at l = 0 and j = 15°N
from the “noREF” experiment at four different times. The
zonal wind jet favors the passages of westward GWs.
Beyond 80 km altitude, phase velocity variations dc grow
in amplitude up to 15 m/s. Note that this is only due to
w-modulation since horizontal refraction and propagation is
switched off in the “noREF” experiment.
[37] For the eastward propagating GW member 9, a tem-

poral snapshot of ch and uh at time t = 0 and day 16 is given
in Figure 5 at j = 15°S for the “full” experiment. This
experiment also includes effects of horizontal propagation
and refraction. But, variations in ch match surprisingly good
to the variations in uh in the mesopause region. This suggests
a cooperation between frequency modulation and horizontal
refraction due to tides. The amplitude of the ch-modulation
becomes with more than 30 m/s in the lower thermosphere
larger than the initial phase velocity. Hence, there is no
single (constant) phase velocity which can be attributed to
the GW field when the temporal variation of the thermal tide
is present. Furthermore, due to the large w-variations, neg-
ative values of ch occur in the minima of the tidal winds.

4. Horizontal Propagation and Refraction
of Gravity-Wave Fields

4.1. Mechanisms of Mean Horizontal Refraction

[38] The temporally average horizontal refraction leads to
changes in the GW fields which indirectly affect the diurnal
tides. Additionally, the average horizontal GW propagation
is responsible for a redistribution of the mean, but also of the
diurnal GW force. In the following, we use simple examples
to discuss the mean refraction effects.
[39] Dunkerton [1984] and Eckermann [1992] showed

that mainly the meridional gradients of the mean zonal wind
[ū] cause horizontal refraction of GW fields in the middle
atmosphere. GWs propagating against the jet are refracted
into its maximum. This is easily shown using the ray tracing
equation (4). We assume typical northern winter conditions
for the upper stratosphere. A change in l due to the zonal
mean wind is

dtljmean ¼ �k∂j �u½ �=aE; ð25Þ

where for simplicity curvature effects have been excluded.
In the winter hemisphere, GWs propagating against the jet,
e.g. k < 0, have best propagation conditions. On the northern
flank of [ū], the wind increases with decreasing j, thus
∂j[ū] < 0 and vice versa on the southern flank. Hence,

SENF AND ACHATZ: TIDAL IMPACT ON GW MOTION D24110D24110

7 of 18



dtl|mean < 0 north-ward the jet and > 0 south-ward the jet. An
initially zonally aligned GW packet is refracted into the
winter west-wind jet. On the summer hemisphere, the east-
wind jet, [ū] < 0, supports east-ward GW motion with k > 0.
But, as the Doppler shift k[ū] remains negative as in the
winter hemisphere, the same arguments apply here. The
effect is illustrated in Figure 6a.
[40] A rough estimate of the change in meridional wave

number |Dl | of an initially zonally directed GW field
is presented in the following. Within a latitude interval
of around 20°, equivalent to a meridional distance of Dy ≈
2000 km, the mean zonal wind [ū] increases (decreases)

about Du ≈ 60 m/s from high- to midlatitudes in the north-
ern (southern) upper stratosphere (see Figure 1). Hence,
for the meridional gradient one obtains |∂j[ū]/aE| ≈
|Du/Dy| ≈ 3 � 10� 5 s�1. A GW with initial values of k = 2p
(300km)�1, c = 20 m/s, and thus cgz ≈ 0.4 m/s excited in the
lower atmosphere propagates into the jet region. Due to the
meridional wind gradients, it is refracted into the jet core,
whereas the vertical wind shear leads to a decrease of its
vertical wave number |m|. The GW accelerates up to a
maximum vertical group velocity of ≈ 6 m/s. The wave field
goes along a path of minimal vertical travel time (analogous
to Fermat’s principle in geometric optics). Between 30 km

Figure 5. (a) The horizontal phase velocity ch and (b) the horizontal BG wind uh in wave direction at
t = 0 of day 16 and j = 15°S for the eastward propagating GW member 9 in the “full” experiment.

Figure 4. Vertical profiles of the zonal BG wind (open circles) and zonal GW phase velocity (filled
squares) of the westward GW ensemble member 12 at l = 0° and j = 15°N for the “noREF” experiment
at four different times.
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and 70 km altitude, i.e. Dz ≈ 40 km, the average group
velocity is about c̃gz ≈ 3 m/s. Thus, the GW stays there
Dt ≈ Dz=c̃gz ≈ 1:3� 104s which is about 4 hours. In this
time interval, meridional refraction is most effective and
induces a cumulative change of |Dl|/k ≈ |∂j[ū]/aE|Dt ≈ 40%
above the wind jet. Note, as the zonal wave number remains
constant, as ∂l[ū] = 0 and ignoring metric correction in
equation (3), the horizontal wave number kh ¼
jkj ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þDl2=k2
p

increases of about |Dkh/k| ≈ Dl2/(2k2) ≈
8%. In addition to the effect on kh, a horizontal redistri-
bution of the GW field happens. Especially for slow GWs,
large meridional displacements appear in the simulation
and lead in some circumstances to the formation of caus-
tics [Dunkerton, 1984].
[41] Planetary Rossby waves in the winter stratosphere

also affect the horizontal refraction of GWs [Dunkerton and
Butchart, 1984]. We refer to a simple wave field in a channel
with Cartesian geometry shown in Figure 6b. The planetary
wave is described by a simple stream function y = �Ysin(x)
sin(y), where x and y have been scaled by the channel size
and Y is arbitrary. For u =�∂yy and v = ∂xy, divergence and
shear deformation are zero. Hence, the GWs in this simple
planetary wave are only affected by the vorticity z = 2∂xv
and the strain deformation J = 2∂xu. Following Bühler
[2009], the tendencies of k and l are

dtkhjpw ¼ �S ⋅ kh ð26Þ

with the wind-shear tensor

S ¼ ∂xu ∂xv
∂yu ∂yv

� �
¼ 1

2
J z
�z �J

� �
: ð27Þ

Thus, the planetary wave vorticity leads to a rotation of kh
via dtk|z = �zl and dtl|z = zk in the sense of background
vorticity. Cyclonic vorticity leads to anti-clock-wise turning
of kh and vice versa (on the northern hemisphere). The strain
deformation induces via dtk|J = �Jk and dt l |J = Jl a change
in the magnitude of the corresponding wave numbers. For

instance, positive strain increases the magnitude of l. Both
effects are summarized in Figure 6b. Initially west-ward
propagating GWs crossing the planetary wave trough in high
latitudes are refracted to the south downstream the ridge.
GWs from lower latitudes are refracted north-ward upstream
the ridge, (down- and upstream with respect to [u] > 0).
[42] The beta-effect (the second term on the right-hand

side of equation (4)) is usually small and causes a decrease
of l in the northern and a increase of l in the southern mid-
latitudes. At last, geometric effects due to the spherical shape
of earth induce additional GW refraction (last terms in
equations (3) and (4)). In a hypothetical isothermal earth at
rest, the angular momentum of a GW packet L = r � kA is
constant along its path. The wave packet is forced to move
on a great circle [Dunkerton and Butchart, 1984; Hasha
et al., 2008]. For an initially zonally aligned GW at middle
or higher latitudes, the geometric refraction cause equator-
ward motion.

4.2. The Impact on Saturated Gravity-Wave Trains

[43] Analogously to section 3.2, we estimate the impact of
horizontal (in our example meridional) refraction on satu-
rated GW trains. Again, the conventional vertical-column
approach is compared to a solution which take horizontal
gradients of the background flow into account. In the fol-
lowing, we refer to the example of the last paragraph, a GW
with initial values of k = 2p(300 km)�1 and c = 20 m/s
moving through a typical January zonal mean wind [ū]. If
the influence of the mean meridional wind on the Doppler
shift is neglected, i.e. jl �v½ �j≪ jk �u½ �j , than the intrinsic fre-
quency ŵ is mostly not affected by meridional refraction.
But as the cumulative change in l leads to an increase in the
horizontal wave number Dkh ≈ 8%, the intrinsic horizontal
phase velocity ĉh is reduced by 8%, too. If the breakdown of
the GW is described by saturation, then the corresponding
flux of GW pseudo-momentum is given by equation (20),
i.e. F / ĉ3h (again assuming mid-frequency approximation).
Compared to the conventional saturation flux Fconv, the value
of F is reduced due to refraction by a factor of 3Dkh/|k| ≈ 24%.

Figure 6. Schematic view on mean refraction of horizontal wave vector: (a) [ū] (solid line) induces
refraction of kh (open arrows) into the jet and (b) vorticity (bold arrows) and strain deformation (plus/
minus signs) of a stationary planetary wave (solid streamlines) cause tendencies in k (horizontal open
arrows) and l (vertical open arrows).
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Therefore, if the vertical dependence of this additional factor
is ignored, the real zonal force fl is also diminished by
horizontal refraction compared to the force fconv,l calculated
within the vertical-column approach, i.e.

fl ¼ fconv;l 1� 3
Dkh
kh

� �
: ð28Þ

The force reduction due to horizontal gradients is mainly a
temporally average effect, but reduces the diurnal GW force
as well.

4.3. Horizontal Refraction in Realistic Flows

[44] A zonally and temporally averaged picture of GW
propagation for the four GW members 9, 10, 12 and 13 is
shown in Figure 7. The arrows show the mean group
velocities �cgj

� �
and 100 �cgz

� �
. The vector field illustrates the

mean streaming of GW fields. The shadings indicate the
zonally and temporally averaged geographical distribution
of the initial latitudinal position the GW field had at the

lower boundary, i.e. at ẑB ¼ 20 km, where the ray have been
initialized. It visualizes the meridional displacement of the
GW field. The last quantity overlaid in the plots is the
zonally and temporally averaged BG wind in wave direction
�uh½ �. Negative contours indicate GW propagation against the
wind whereas positive contours GWs with the wind.
[45] GW members 9 and 10 are east and north-eastward

aligned at the lower boundary, i.e. at ẑB = 20 km, respec-
tively. They have favorable propagation conditions in the
southern stratosphere. In the jet core at about 30°S, the mean
group-velocity vectors are mainly vertically aligned. At the
edges, parts of GW fields are refracted into the jet core. In
the summer mesopause region, GW fields are slowed down
due to the reversing BG winds. The GW fields avoid the
positive jet core and are refracted into the midlatitudes.
Especially for GW member 10, this refraction leads to a
irreversible growth of the meridional wave number above
90 km and large meridional displacements. In the northern
hemisphere, the GW fields can vertically propagate through
the minima of planetary wave structures.

Figure 7. Meridional projection of the temporally and zonally averaged group velocities
�cgj
� �

; 100 �cgz
� �� �

(arrows) for several GW ensemble members (a) 9, (b) 10, (c) 12 and (d) 13. The hori-
zontal BG wind in wave direction �uh½ �, is plotted in contours with an interval of 10 m/s, positive (black)
and negative (white). The initial meridional position of the GW field at the lower boundary, i.e. at ẑB =
20 km, where the rays have been initialized, is shown using shadings with an interval of 20°.
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[46] GW members 12 and 13 are west and south-westward
aligned at the lower boundary, i.e. at ẑB = 20 km, respec-
tively. The westerly wind vortex of the northern winter
hemisphere provides most favorable propagation conditions.
In the jet core, the group velocities are mainly vertical. At
the wind reversal, GW fields are refracted into meridional
direction. For GW member 13, the mean latitude positions
are interchanged in the lower thermosphere. Parts of the GW
field initially from the northern midlatitudes have moved
south-ward to the equatorial region and even to the southern
hemisphere, whereas parts of the GW field initially from the
subtropics have propagated north-wards. As discussed
before, due to the modulation of stratospheric winds by
planetary waves zonally dependent waveguides develop.
The easterly wind jet in the southern hemisphere mainly
prohibits propagation of GW member 12 and 13. Interest-
ingly, some chance exists for parts of the high-latitude GW
field to circumvent the jet core (GW member 12). Above the
critical jet GW fields are refracted southward and spread
over a large horizontal domain. The considerable horizontal
expansion of GW fields, as seen for GW member 12 at e.g.
100 km and between 80° and 10°N as well as GW member
13 above 110 km and between 80°S and 30°N, also influ-
ences the amplitudes of the GW field via equation (8). The
corresponding change in GW amplitudes is not incorporated
in most previous ray-tracing work [Marks and Eckermann,
1995; Hasha et al., 2008; Song and Chun, 2008] which
commonly apply the assumption of a constant vertical flux
FA = cgzA of wave action density A.
[47] The median meridional displacement for GW mem-

ber 9 and 12 remains around zero in the MLT, but large
displacements up to 50° are also possible. For member 10
and 13, median displacement of 26° and �27° occur,
respectively, but its distribution is broad with maximum
values up to 100°. Hence, some parts of the GW fields are
interchanged between both hemispheres.

5. Gravity-Wave Forces on the Tide

5.1. Mean Gravity-Wave Forces

[48] Before investigating the periodic GW forces, which
are one major focus of this study, changes in the temporally
mean GW force are inspected. As discussed e.g. by Andrews
et al. [1987], the relevant GW forcing of the mean flow, in
our case temporally averaged flow plus diurnal tides, is
given by the divergence of the GW pseudo-momentum flux
rather than the GW momentum flux itself. The main differ-
ence between both arise for slowly vertically propagating,
inertia-gravity waves. These waves produce a Stokes drift
which is counterbalanced by an Eulerian mean flow locally
attached to the waves [Bühler, 2009]. Hence, some parts of
the force inferred from the divergence of momentum flux are
needed to sustain the local Eulerian circulation and do not
change the BG conditions. The vertical flux of zonal pseudo-
momentum is [Fritts and Alexander, 2003]

FP;l ¼ ĉgzkA ¼ rr〈u′w′〉 1� f 2

ŵ2

� �
; ð29Þ

where the prime denotes GW perturbations which are aver-
aged over reasonable GW scales via the bracket operator.

Therefore, the wave stress on the (Lagrangian) mean flow is
reduced by a factor of f 2 over ŵ2.
[49] In neglecting horizontal variations in the GW fields,

the horizontal force due to GW stresses is expressed as
[Fritts and Alexander, 2003]

fh ≈� 1

rr
∂z ĉgzkhA
� �

: ð30Þ

As we are interested in the effects of horizontal inhomoge-
neities in the BG conditions on the diurnal GW force, the
more complete form [Grimshaw, 1975]

fh ¼ � 1

rr
r ⋅ ĉgkhA

� � ð31Þ

is used which includes the full 3D divergence of the flux
tensor of GW pseudo-momentum. In the following, an
ensemble mean force is calculated by an arithmetic average
over all 14 GW members.
[50] The temporally and zonally averaged zonal GW force

is shown in Figure 8. Three experiments “full” (Figure 8a),
“noREF” (Figure 8b) and “TS” (Figure 8c) are compared to
each other. In the mesopause region at about 80 km to
85 km, the typical dipole structure is visible with a negative
forcing peak in winter and a positive one in summer. In the
“TS” simulation, the peak values are about �55 and 48 m/s
per day which might be a factor 1.5 to 2 smaller than typical
GW forcing values in realistic GCM simulations [cf. e.g.,
Alexander et al., 2010; Richter et al., 2010]. Beside this
deficit, it is instructive to quantify the impact of tidal time-
dependence and mainly mean horizontal gradients on the
time-mean GW force using the 3 experiments. There is no
significant change between the GW forces stepping from the
“TS”-experiment (Figure 8c) to the “noREF”- experiment
(Figure 8b) when focusing on the mesopause region. Hence,
the frequency modulation has no impact on the mean force
there. On the other hand, the GW force is diminished in the
“full”-simulation with values of about �40 and 36 m/s per
day due to the impact of horizontal refraction. This is a
reduction of about 17% and 35% in the southern and
northern hemisphere, respectively, and, as explained in
section 4.2, a temporally mean effect resulting from a
cumulative change in the horizontal wave number kh. For the
“full”-simulation, a force-weighted hemispheric average
[Preusse et al., 2009] of |Dk|/kh, |Dl|/kh and |Dkh|/kh was
calculated with for instance northern hemispheric values of
47%, 11% and 12% respectively. There, changes in l seem to
dominate the changes in kh. Using equation (28), the
increase in kh can explain a reduction of the temporally mean
force of about 36%.
[51] Different ray simulations sequentially excluding tides

and planetary waves were also performed (not shown). For
the reduction of the temporally mean force, equivalent
values were found even if temporal and horizontal variations
of the background flow are excluded. Furthermore, runs with
tides only were made but no clear impact of the tidal gra-
dients on the GW saturation was found.

5.2. Periodic Forces Due to Wave Stresses

[52] Since GW fields in the MLT region are periodically
modulated by tidal winds, they produce a periodic force
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acting back on the diurnal tides. The diurnal amplitude of the
zonal force fl = fh ⋅ el, calculated analogously to equation
(12), is shown in Figure 9 for the three experiments “full”,
“noREF” and “TS”. The results from the “TS” experiment,
Figure 9c, which mimics the effect of a conventional
Lindzen GW parameterization, are chosen as basis for
comparison. In the northern hemisphere (winter) a pro-
nounced subtropical maximum with a peak force of 40 m/s
per day can be seen whereas in the southern hemisphere
(summer) and high latitudes the forcing peaks at about
80 m/s per day. The overall structure of the forcing ampli-
tudes of the “TS” experiment compares quite well to past
investigations of several authors with very different assump-
tions on GW source parameters [Miyahara and Forbes, 1991;
Meyer, 1999; Ortland and Alexander, 2006; Watanabe and
Miyahara, 2009], even though a highly simplified GW
ensemble is used here.
[53] For the “noREF” experiment in Figure 9b, the total

forcing amplitude is decreased. The northern hemispheric

maximum is reduced to 28 m/s per day which is about 30%
less than the “TS” value. In the southern hemisphere, dra-
matic differences arise in the high-latitudinal maximum
with a reduction up to 70%. Now, relations (17) and (24) are
used to roughly estimate this frequency-induced reduction:
When averaged globally over the altitude range of 60 km
to 120 km, the mean tidal vertical phase velocity is C ≈
�0.34 m/s, and when additionally averaged over all GW
ensemble members, the mean GW vertical group velocity
is cgz,0 ≈ 0.52 m/s. With equation (17), a factor of 0.4 is
obtained which gives with equation (24) a reduction of 40%
of the mean diurnal force. For the crude assumption made,
this estimate is quite good. The comparison also shows, that
the frequency modulation mainly indirectly affects the GW
force as the saturation strength is altered. The direct “tran-
sient EP-flux effects” [Eckermann and Marks, 1996] are at
least one order of magnitude smaller, here.
[54] The forcing amplitudes are further reduced in the

“full” experiment in Figure 9a. The asymmetry between

Figure 9. Diurnal amplitudes of the zonal GW force fl in ms�1day�1 for the (a) “full”, (b) “noREF” and
(c) “TS” experiment. Contour interval is 3 ms�1 day�1.

Figure 8. Temporally and zonally average zonal GW force fl in the (a) “full”, (b) “noREF” and (c) “TS”
experiment. Contour interval is 5 ms�1 day�1 and negative value with dashed lines.
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subtropical winter and summer maximum has disappeared.
Peak values nearly reach 20 m/s per day which is only 50%
of the winter peak value of the “TS” experiment. In addition,
the mentioned high-latitude peak at about 110 km has
moved to 30°S. Its value is reduced to about 90% of the
conventional one. As discussed in section 5.1, the reduction
of the diurnal forcing amplitude is caused by an overall
decrease of the total GW force. The globally, vertically and
spectrally averaged reduction of the diurnal, zonal GW force
is 65% for the “full” experiment compared to the “TS”
experiment.
[55] The amplitude of the meridional diurnal force is

shown in Figure 10. Its structure is similar to the zonal
forcing given in Figure 9, but its maxima reach only about
40% of fl which is likely the result of the anisotropic GW
ensemble. With reference to satellite observations, it was
discussed by Lieberman et al. [2010] that the meridional
GW force can be as twice as large than the zonal GW force.
We are not able to reproduce this feature with our toy
GW ensemble. In the “noREF” and “full” experiments
(Figures 10a and 10b) the winter peak is reduced to 30%.
The subtropical summer forcing changes slightly between
the given experiments.
[56] We also investigated the direct effects of horizontal

GW propagation and refraction on the diurnal forcing. We
found that in the main forcing region between 80 and 95 km,
the diurnal force amplitudes due to horizontal divergence of
the pseudo-momentum flux-tensor, horizontal turning and
stretching of the wave field are in the order of 10% to 20%
for our chosen GW ensemble. Hence, the force due to dis-
sipation of wave action is the dominant contribution to the
total force.

5.3. Equivalent Rayleigh Frictions Coefficients

[57] Equivalent Rayleigh friction coefficients (ERFs) have
been introduced in the context of GW-tidal interaction by
Miyahara and Forbes [1991] and Forbes et al. [1991] and
further discussed e.g. by McLandress [2002]. With the help
of ERFs, the effects of GWs can be incorporated into a linear
tidal model [Miyahara and Forbes, 1991; Forbes et al.,
1991; Ortland, 2005a]. However, the concept has also diag-
nostic value for non-linear simulations with parameterized

GWs [McLandress, 2002] as well as resolved GWs
[Watanabe and Miyahara, 2009].
[58] Previous studies, mainly focused on the GW effect on

the migrating tidal components whereas non-migrating parts
have been ignored. Here, we discuss both effects in a zonally
averaged manner. With the definition of the real part gR and
imaginary part gI of ERFs

gR ¼ �U�2�fluT �;½ ð32Þ

gI ¼ �W�1U�2�fl∂tuT �;½ ð33Þ

the diurnal force is approximated by

fl ≈� gR uT � gI
W

∂tuT ; ð34Þ

where again bracket and overbar denote zonal and temporal
average, respectively.
[59] Note that�fluT �½ is the average tidal kinetic energy

tendency induced by zonal GW forcing. Since�fluT � < 0½ is
equivalent to gR > 0, positive real parts of the ERFs indicate
regions of decrease in tidal kinetic energy and therefore
damping of the tides and vice versa. The imaginary part of
ERF acts on the tidal phase structure. For gI < 0 decrease in
tidal vertical wavelength is observed and vice versa (see
discussion by McLandress [2002] and Ortland [2005b]). A
reduction of tidal vertical wavelength is a very robust result
in previous investigations, whereas the GW effect on tidal
amplitudes is controversial [Ortland and Alexander, 2006,
and references therein].
[60] The real parts of ERFs are shown in Figure 11 for the

“full”, “noREF” and “TS” simulations. For the reference
simulation “TS” in Figure 11c, large positive peaks up to
60 in 10�6s�1 occur. The maxima correspond to values of
2 to 5 per day which are a factor of 3 to 5 larger than values
reported by Forbes et al. [1991] andMcLandress [2002], but
in line with Miyahara and Forbes [1991].
[61] In Figure 11c, the typical structures of the real part of

ERF for a Lindzen-type saturation parameterization are
shown. Consider, e.g. a vertical profile at 45°S. Negative
values of gR are encountered below about 78 km and positive

Figure 10. Same as Figure 9 but for the amplitude of the meridional GW force on the diurnal tide.
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ones above that altitude. The mean onset of GW breaking is
around 75 km where for this profile the negative peak
appears. Negative gR can lead to an increase in tidal ampli-
tudes which is a typical result for GWs which approach their
critical levels or even if the onset of instability is dominated
by tidal winds as discussed by Lu and Fritts [1993] andMayr
et al. [1999]. In altitudes above the onset of breaking, the
saturation is controlled rather by the density decrease than
the increase in tidal wind amplitudes. We refer to the simple
wave example in the limit c0 ≫ U and equation (23).
Assuming additionally a slow vertical increase in tidal
amplitudes with HU = (∂zlnU)�1 > 0, the real part of the ERF
is [Lu and Fritts, 1993]

gR;conv ¼
3c20k0
N

1

Hr
� 1

HU

� �
: ð35Þ

Clearly, density and wind changes act in complementary
ways on the gravity wave saturation. Positive values of gR are
consistently obtained above the onset of GW breaking. This
is in line with sensitivity studies reported by McLandress
[1997] and is supplementary to the discussion raised by
Akmaev [2001] on the effect of Lindzen-type saturations.
[62] For the “noREF” experiment, in Figure 11b, the

magnitude of gR is reduced. The latitude-altitude structure is
wave-like with a vertical wavelength comparable to the tidal
wavelength. In Figure 11a, the magnitude of the ERF is fur-
ther reduced. Compared to the “noREF” experiment, the
influence of gR is drastically lowered in high-latitudes and in
the thermosphere. Figure 11a corresponds surprisingly well
to the non-linear simulation with resolved GWs byWatanabe
and Miyahara [2009], even though here an extremely simple
GW ensemble was used and no feedback between GWs and
tides was taken into account.
[63] The imaginary parts gI of the ERFs are shown in

Figure 12. For the “TS” experiment in Figure 12c, two dis-
tinct negative peaks appear at 45°N, 85 km and 60°S,
100 km with magnitudes around �27 and �60 in 10�6s�1,
respectively. In the “noREF” experiment, the midlatitude
winter maximum is reduced to 40%. For gI from the “full”

experiment, any significant impact on lower thermosphere
has disappeared. Two negative maxima in the midlatitude
mesopause region are present with peaks around �20 and
�15 in 10�6s�1 in the southern and northern hemisphere,
respectively.
[64] Horizontal averages of gR and gI are comparable in

magnitude to the values published by McLandress [2002].
For the “full” simulation, one distinct peak appears between
80 and 85 km with values of 3 and �7 in 10�6s�1 for gR and
gI, respectively.

6. Conclusions and Summary

[65] A global ray-tracing analysis of GW fields has been
performed in which a zonally dependent climatological mean
flow and diurnal tides from a GCM have been used. Our main
objective is an evaluation of the assumptions usually made
by single-column GW parameterizations. To quantify the
impact of the temporal and horizontal variability, a small
and highly simplified GW ensemble is used as a toy
configuration for the investigation of GW propagation. For
this, different ray-tracing experiments with increasing
complexity have been performed in which the background
conditions were unaffected by GW forces. The successive
reduction of imposed assumptions give us the opportunity
to consistently compare the ray tracing results with the
conventional approach.
[66] First, when the time-dependence of the thermal tides

is included in the description of GW propagation, GW
observed frequencies are modulated [Eckermann and Marks,
1996; Walterscheid, 2000]. Also, the GW phase velocity ch
is periodically changed such that GWs avoid their conven-
tional critical level. As ch follows the shape of the back-
ground wind, the diurnal GW forcing is reduced. Second,
especially meridional gradients of the zonal-mean flow
refract GW fields into the wind jets. Permanent changes in
the horizontal wave number kh reduce the value ch which is
responsible for a reduction of the temporally mean GW
force, but also for a further decrease of the diurnal GW force.

Figure 11. Real part of the equivalent Rayleigh friction coefficient of the zonal tidal wind for the
(a) “full”, (b) “noREF” and (c) “TS” experiment in 10�6s�1 with an interval of 3 � 10�6s�1. Negative
values are shaded.
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[67] Frequency modulation and refraction of horizontal
wave numbers mainly have an indirect impact on diurnal
GW forces in changing the saturation strength. Cumulative
changes in w and kh, which each part of the gravity-wave
fields undergoes during its propagation, are important and
sum up significantly. Additionally, the inclusion of hori-
zontal propagation decreases the forcing in polar regions and
in the lower thermosphere. Direct forces due to horizontal
refraction are not dominant, but may lead to changes of 10%
to 20% with respect to the total diurnal force. Note, however,
that no feedback between GWs and tides is included in this
study. We do expect, that the non-linear coupling will fur-
ther modify the GW impact on the tides.
[68] With the help of Rayleigh friction coefficients, the

possible effect of the diurnal GW force on the diurnal tides is
estimated. For the conventional GW parameterization with
the Lindzen saturation assumption, the real part of the
equivalent Rayleigh friction coefficient is mainly positive
and expected to produce a damping of tidal amplitudes. This
situation changes when temporal and horizontal dependence
of the background conditions are taken into account. In the
more complex ray tracing simulations, which also use the
simple saturation approach, the forcing is more restricted to
the mesopause region with much smaller coefficients. Fur-
thermore, alternating areas of positive and negative influ-
ence on the tide exist. For the imaginary part of the Rayleigh
friction coefficient, predictions from previous investigations
are confirmed [Ortland and Alexander, 2006, and reference
therein]. Two negative peaks are found in the mesopause
region. As shown by those authors, this will decrease the
vertical wave length of the thermal tides.
[69] The extreme simplifications, i.e. the use of the toy

GW ensemble, the saturation approach for the turbulence
parameterizations and the non-interactive calculations, pro-
vided us the starting point for a simple attribution and
quantification of the discussed GW effects. These idealiza-
tions undoubtedly limit the generality of the results in this
study on the realistic impact of GWs on the tide. Neverthe-
less, it seems to support that GW parameterizations should
not be blindly used. All corresponding assumptions have to
be tested for each target problem. The investigation of more

realistic GW fields, more sophisticated turbulence parame-
terization and especially the feedback between GW forces
and diurnal tides is left to future research.

Appendix A: Ray Tracing in a Shallow, Spherical
Atmosphere

A1. Basic Ray Equations

[70] The basic ray tracing equations are derived here with
special emphasis on metric corrections appearing in a shal-
low, spherical atmosphere [Hasha et al., 2008].
[71] Following Hayes [1970], GW observed frequency w

and GW vector k are connected to local variations of the GW
phase Q by

w ¼ �∂tQ and k ¼ rQ; ðA1Þ

where according to the shallow atmosphere approximation
the radial distance r has been replaced by the mean radius of
earth aE in r = el∂l/(aEcosj) + ej∂j/aE + ez∂z. Note that k
is defined as local Cartesian quantity, but its projection on
the set of spherical unit vectors {el,ej,ez} changes during its
evolution.
[72] With this in mind, the dispersion relation (1) gives a

Hamilton-Jacobi equation for Q and is used to derive the
evolution equations for w and k. In the following, we write
w = w(k,L), where the local properties of the background
medium are summarized in the vector L [Bretherton and
Garrett, 1968]. For a local change in observed frequency,
we have

∂tw ¼ ∂w
∂ki

∂tki þ ∂w
∂Ln

∂tLn ðA2Þ

where ki = k ⋅ ei and i and n count coordinate directions and
the number of background quantities, respectively. As the
unit vectors do not depend on time, we obtain

∂tk ¼ �rw ðA3Þ

Figure 12. Same as Figure 11 but for the imaginary part.
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and

dtw ¼ ∂w
∂Ln

∂tLn; ðA4Þ

where the group velocity is cg = (∂kiw)ei, and the advective
derivative along a ray dt = ∂t + cg ⋅ r.
[73] For the GW vector k, the same procedure applies and

using equation (A3) gives

∂tk ¼ � ∂w
∂ki

rki � ∂w
∂Ln

rLn: ðA5Þ

Next we show that the term cgirki can be rewritten as an
advective derivative supplemented by metric corrections.
We get

cgirki ¼ cgir k ⋅ eið Þ ¼ rk ⋅ cg þ cgirei ⋅ k:

Sincerk =rrQ is a symmetric tensor of second order, i.e.
rk = (rk)T, we obtain rk ⋅ cg = cg ⋅ rk. Applying the
projection k = kiei, once again, we arrive at

cgirki ¼ cg ⋅rki
� �

ei þ cg ⋅reiki þ cgirei ⋅ k
¼ cg ⋅rki

� �
ei þ cg ⋅ rei � reið ÞT

	 

ki;

where in the last line r(ei ⋅ ej) = 0 was used. Hence, the ray
equations for the wave numbers ki are

dtkið Þei ¼ � ∂w
∂Ln

rLn � cg ⋅ rei � reð ÞT
	 


ki; ðA6Þ

which are valid for quite general coordinate systems [Hasha
et al., 2008].
[74] As before, the shallow atmosphere approximation

will be used in which vertical derivatives of all unit vectors
and all derivatives of the outward pointing unit vector ez are
neglected. Thus, only the convergence of meridians is taken
into account via

rel ¼ tanj
aE

elej and rej ¼ � tanj
aE

elel: ðA7Þ

Using additionally

∂w
∂u

¼ k;
∂w
∂v

¼ l;
∂w
∂f

¼ fm2

ŵjkj2 and
∂w
∂N

¼ Nk2h
ŵjkj2 ; ðA8Þ

the ray equations (2)–(5) are obtained. Furthermore, rewrit-
ing ui = u ⋅ ei in equations (2)–(5) led to the change cg → ĉg
in the corresponding metric corrections.

A2. RAPAGI: The Numerical Implementation

[75] The RAy parameterization of Gravity wave Impacts
(RAPAGI) is a fast numerical model which allows to solve
the ray tracing equations on a spherical globe. For the direct
use of GCM data, it is favorable to identify the position x of
the wave parcel in spherical coordinates l, j and an altitude
ẑwhich will be the globally averaged geo-potential height on
surfaces of the vertical hybrid coordinate h. As each change
of z along the ray is expressed as

dtz ¼ ∂tzþ dtlð Þ∂lzþ dtjð Þ∂jzþ dtẑð Þ∂ẑ z; ðA9Þ

the evolution of a ray point is given by

dtl ¼ cgl
aEcosj

; ðA10Þ

dtj ¼ cgy
aE

; ðA11Þ

dtẑ ¼ cgz � ∂tz� cg⋅rhz

∂ẑ z
; ðA12Þ

where the components of group velocity cg are

cgl ¼ uþ k

jkj2
N2 � ŵ2

ŵ
; ðA13Þ

cgj ¼ vþ l

jkj2
N 2 � ŵ2

ŵ
; ðA14Þ

cgz ¼ � m

jkj2
ŵ2 � f 2

ŵ
: ðA15Þ

This facilitates inter-model communication. The partial
derivatives in equations (2)–(5) are given in a coordinate
system with geometric altitude z, while these quantities are
usually calculated from the large-scale flow in generalized
coordinates l;j; ẑ hð Þf g . The transformation between both
was taken into account in our ray tracing simulations.
[76] The time-integration of equations (2)–(5) is done in

two stages. First, an integration estimate {wn+1* ,kn+1* } for
time (n + 1)Dt is obtained using the Heun scheme with
a fixed time step of Dt = 5 min for which convergence
has been verified. Second, an optimization technique is used
to adaptively change all ray properties till the dispersion
relation is retained. For bi ≪ 1, the corrected estimates
wn+1 =wn + Dw(1 + b0) with Dw = wn+1* � wn and ki,n+1 =
ki,n + Dki(1 + bi) with Dki = ki,n+1* � ki,n fulfill dispersion
relation (1). In the optimization progress, the functional

G ¼ 1

2

X3
i¼0

b2
i þ b̂ w knþ1;Lnþ1ð Þ � wnþ1ð Þ ðA16Þ

is minimized. The variation of G with respect to bi gives
b0 ¼ b̂Dw and bi ¼ �b̂cgi;nþ1Dki for i > 0. Inserted in the
dispersion relation, a non-linear equation for the Lagrangian
multiplier b̂ results which is solved numerically via the
Newton method. Therefore, in the two-stage scheme, the
additional information gained by the w-equation (2) is used
to correct numerical errors and stabilize the implemented
method.
[77] Each time step, new ray points are injected at ẑB =

20 km and after a warming time of one day most of the
model domain, in which GW propagation is possible, is
filled with ray points. Furthermore, ray points are randomly
removed when their number exceeds 32 in a grid box of the
large-scale model.
[78] All BG quantities are interpolated to the ray position

via a linear polygonal interpolation. Furthermore, a distance-
weighted interpolation and running median average is used
to obtain smooth GW properties on the large-scale mesh.
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Especially, for the forcing term (9), the group velocity cg is
smoothly interpolated to the large-scale mesh. Derivatives of
cg were calculated using centered differences and tnon is
obtained via equation (9). In the last step, tnon is interpolated
back to the ray position. Within this pragmatic approach,
caustics appearing at ray crossings, are smoothed out and the
corresponding wave action density remains finite, there.
This might be interpreted as caustic correction, for which, to
our current knowledge, no efficient method for full time-
dependent 3D flows exists.
[79] For ray integrations, no explicit test of WKB validity

is performed. Only rays which cross the extreme thresholds
of 100 km vertical wavelength and 10 days intrinsic period
are removed from the model run. As noted by Sartelet
[2003], ray theory performs remarkably good even if the
scale separation assumption is not fulfilled.
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