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Referat:

In der vorliegenden Arbeit wurde der turbulente Vertikalfluss von Aerosolpartikeln

anhand von Lidarmessungen ermittelt. Die entwickelte Methode ermöglicht es somit

den vertikalen Austausch von Aerosolpartikeln in der planetaren Grenzschicht quan-

titativ zu untersuchen. Zunächst wurden räumlich und zeitlich hoch aufgelöste Pro-

file des Vertikalwinds mit einem kohärenten Doppler-Windlidar und, parallel dazu,

die optischen Aerosoleigenschaften mit einem Ramanlidar erfasst. Die beiden Sys-

teme wurden für diesen Einsatz weiterentwickelt und synchron und in unmittelbarer

Nähe zueinander am Leibniz-Institut für Troposphärenforschung betrieben.

Auf die so gewonnenen Datensätze, bestehend aus dem Vertikalwind und aus dem

Partikelrückstreukoeffizienten mit einer zeitlichen Auflösung von 5 s, wurde die Eddy-

korrelationsmethode angewendet. Mit Hilfe eines Inversionsalgorithmus wurden dann

aus den optischen Partikeleigenschaften bei verschiedenen Wellenlängen die mikro-

physikalischen Eigenschaften abgeleitet. Es ergab sich ein Umrechnungsfaktor vom

Partikelrückstreukoeffizienten in ein Gesamtpartikelvolumen, woraus sich letztend-

lich der Massenfluss bestimmen ließ. Die Anwendung der Methode beschränkte sich

auf trockene Grenzschichten, da für diese Fälle hygroskopisches Partikelwachstum

auszuschließen war.

Die Messungen für diese Arbeit fanden zwischen 2006 und 2007 statt. Die en-

twickelte Methode wurde zunächst für zwei unterschiedliche Fallbeispiele diskutiert.

Die im Spätsommer (12.09.2006) gemessenen turbulente Partikel-Massenflüsse be-

trugen 0.5–2.5 μg m−2s−1 im oberen Teil der konvektiven Grenzschicht. Ähnliche

Werte von 1.0–3.0 μg m−2s−1 ergaben sich auch für einen Frühlingstag (26.04.2007).

Weiterhin wurde beobachtet, wie durch konvektive Prozesse neu herangetragene Par-

tikel von der Grenzschichtoberkante heruntergemischt wurden. Dabei ergaben sich

Werte um –(1.0–1.5) μg m−2s−1 für den Massenfluss.

Aus der Zusammenfassung dieser zwei und fünf weiterer Messungen ergab sich als

Mittel von 27 einzelnen Flussprofilen ein aufwärts gerichteter Partikel-Massenfluss

von 0.045±0.025 ms−1 mal der mittleren Partikelmasse an der Oberkante der turbu-

lenten Grenzschicht. Es konnte gezeigt werden, dass der gemessene Partikelfluss mit

dem Wachstum der konvektiven Grenzschicht einhergeht.
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1 Introduction

Climate change and air pollution have become major issues of atmospheric research.

Anthropogenic aerosols are identified to play an important role because they influ-

ence the radiation budget of the Earth’s atmosphere (direct aerosol effect), cloud

evolution, cloud lifetime, and the formation of precipitation (indirect aerosol effects)

as well as air quality (Heintzenberg and Charlson, 2009; Kahn et al., 2004; Ander-

son et al., 2003). The complexity of the chemical and physical properties of atmo-

spheric particles and the large temporal and spatial variability of the aerosol charac-

teristics are main reasons for the high uncertainties in our quantitative understanding

of the role of atmospheric aerosol in environmental, weather and climate-relevant

processes, and thus in the prediction of future climate (CCSP, 2009; IPCC, 2007).

An understanding and subsequent modeling of the complex influence of atmo-

spheric particles requires the knowledge of the entire life cycle of the aerosol. This

cycle includes the generation, the aging in terms of chemical transformation, coating,

and mixing, the transport, and the removal of particles from the atmosphere. Most

particles are generated at the Earth’s surface due to dust emissions, particle formation

from gaseous precursors, or stem from biomass burning and numerous anthropogenic

emission sources. Various mechanisms are responsible for the vertical transport of

aerosol which is the first step of long-distance transport and thus of the regional to

intercontinental dissemination of natural and anthropogenic aerosol particles. Lifting

of aerosol from the ground can be caused by deep convection and frontal passages,

and occurs via turbulent processes in the planetary boundary layer (PBL).

Vertical exchange in general depends in a complicated way on surface character-

istics and meteorological conditions in the PBL. These mechanisms within the PBL

and in the turbulent transition layer between PBL and free troposphere, which is also

known as the entrainment zone, are not well understood and thus are not well param-

eterized in atmospheric models.

The description of buoyancy-driven turbulence and the connected fluxes in the

1



1 INTRODUCTION

convective boundary layer (CBL) has always been of special interest because the

asymmetry of narrow, intense rising plumes versus low-intensity subsiding motions

and non-local aspects, e.g., microfronts, dust devils, roll vortices (cloud streets), or

hexagonal patterns of mesoscale cellular convection, complicate the situation (e.g.,

Kaimal et al., 1976; Wyngaard and Brost, 1984; Wyngaard and Weil, 1991; Wyn-

gaard, 1992; Holtslag and Boville, 1993; Zilitinkevich et al., 1999). Furthermore, in-

terpretations of in situ measurements of aerosol particle concentrations at the ground

during unstable conditions often lack the information about the vertical transport,

e.g., by the daytime dilution of the CBL or by downward mixing of aerosol particles

from higher altitudes.

The vertical transport in the PBL is usually described by means of turbulent vertical

fluxes and can be measured with the eddy-correlation technique. Such observations

of particle fluxes covering the entire PBL and the entrainment zone are not easy to

perform for three reasons.

Firstly, long averaging times are required for flux measurements to be statistically

significant. But the planet’s atmosphere is not stationary for arbitrary time scales.

Thus the maximum time to average is predetermined by the diurnal variations in the

PBL. This fact could be overcome by airborne measurements because large areas can

be sampled in short time periods. Because of their immense costs airborne sensors

can only be applied during special campaigns.

Secondly, fast sensors are required to determine turbulent fluxes. So far, turbulent

aerosol fluxes have been investigated with in situ techniques only (e.g., Gallagher

et al., 1997; Buzorius et al., 1998; Nilsson et al., 2001; Dorsey et al., 2002; Held,

2004; Buzorius et al., 2006; Schmidt and Klemm, 2008). Typically, an ultrasonic

anemometer is applied together with a fast particle counter and fluxes of particle num-

ber concentration are derived. Although wind measurements can be performed quite

quickly with this method, fast particle sampling in terms of aerosol mass concentra-

tion is still difficult. The required improvements in the in situ sampling technique are

still ongoing (e.g., Shah and Cocker III, 2005; Wang et al., 2002; Graskow, 2001).

Buzorius et al. (1998) have reported such ground-based aerosol flux measurements

over a pine forest in southern Finland. These observations at ground are preferably

conducted on towers below 100 m height. However, in situ measurements near the

ground are representative for relatively small areas and can be used for describing

local fluxes from very specific sources, e.g., a forest, a field, or an urban site. For

2



example, Dorsey et al. (2002) used the ground-based in situ method of Buzorius to

derive particle fluxes and particle emission velocities above the city of Edinburgh,

UK. They found reasonable correlations between the anthropogenic particle produc-

tion caused by road traffic and the vertical particle flux. However, for the unstable

boundary layer they found significant scatter in their data and speculate that down-

ward mixing from particle production at higher altitudes may be the reason.

This directly refers to the third point: vertically resolved observations of the tur-

bulence characteristics are needed to satisfactorily describe the relevant vertical ex-

change processes throughout the PBL. Flux profile observations throughout the PBL

are representative of a much larger scale than surface measurements and can be used

for the improvement of flux parameterizations in mesoscale and general circulation

models. In a first step, the in situ technique has been applied already on an aircraft

above an ocean surface (Buzorius et al., 2006).

Remote sensing is another approach for observations throughout the PBL. With

state-of-the-art lidar technique the parameters of interest can be measured with high

accuracy (<5%–10%) and with a high vertical resolution of the order of 50 m and a

temporal resolution of a few seconds.

Remote measurements of turbulent fluxes in the planetary boundary layer were

first shown by Senff et al. (1994). A water-vapor differential-absorption lidar (DIAL)

was combined with a radar-RASS (RASS = radio acoustic sounding system) to si-

multaneously obtain the fluctuations of the water-vapor density and of the vertical

wind velocity. From these data the turbulent latent-heat flux was derived by applying

the eddy-correlation technique. Later the method was used to study ozone budgets

(Senff et al., 1996). Turbulent water-vapor fluxes solely based on lidar measurements

were shown by Giez et al. (1999), who combined a water-vapor DIAL with a Doppler

wind lidar. Meanwhile, this approach is established and has been used from ground

as well as on aircraft in several field campaigns (Linné et al., 2007; Kiemle et al.,

2007). By applying the Doppler wind lidar technique one of the most limiting fac-

tors in the observation of vertical exchange phenomena, namely the lack of highly

accurate measurements of the profile of the vertical wind component, could be over-

come. Only with lidar, profiles of the vertical wind speed can be measured with an

accuracy of <10 cm s−1 and with the required high resolution up to the top of the

entrainment zone, i.e., up to 2–3 km height in summer.

Lidar also allows the observation of aerosol scattering properties throughout the

3



1 INTRODUCTION

PBL with adequate spatial and temporal resolution. However, for the investiga-

tion of aerosol fluxes, not only optical aerosol properties, which control the radiative

impact of the aerosol particles and possible feedbacks on the wind field, but also mi-

crophysical parameters such as particle number and mass concentrations are of pri-

mary interest. The application of the multiwavelength Raman lidar technique shows

great potential in this context (Müller, 2007). This technique permits accurate de-

termination of particle extinction and backscatter coefficients at several wavelengths.

Particle surface-area and volume concentrations can be derived from the multiwave-

length backscatter and extinction data with an inversion scheme (Müller et al., 2001).

A first successful feasibility study on the measurement of particle fluxes with lidar

was presented by Wandinger et al. (2004). Combined measurements with the three-

wavelength Raman lidar of the Leibniz Institute for Tropospheric Research (IfT) and

the Doppler wind lidar of the Max Planck Institute for Meteorology were performed

in Leipzig. Since the new Doppler wind lidar of the IfT was completed in 2005, this

instrument has been used in conjunction with the IfT six-wavelength lidar (Althausen

et al., 2000) in field campaigns such as the Convective and Orographically-induced

Precipitation Study (COPS) in the Black Forest area in the summer of 2007 or the

Saharan Mineral Dust Experiment (SAMUM-2) in Cape Verde in the winter and the

summer of 2008. Also it has been operated together with the IfT three-wavelength

Raman lidar (Mattis et al., 2002) during the AVEC (Aerosol Vertical ExChange) cam-

paign for long-term observations of the PBL development under different meteoro-

logical conditions in flat terrain at the IfT site in Leipzig from March 2006 to May

2007 (Baars et al., 2008).

The aim of this work is the assessment of the vertical aerosol transport in the con-

vective planetary boundary layer solely based on lidar measurements. For the first

time, profiles of the vertical turbulent aerosol flux throughout the entire PBL are

presented. The methodology for lidar measurements of turbulent aerosol fluxes by

application of the eddy correlation technique was developed and adopted for this

problem. In the first step I focus on the most simple case of a dry PBL (relative

humidity <60%) to avoid complications by hygroscopic growth of particles that can

introduce unwanted effects in the vertical aerosol mass fluxes to be determined. The

theory is presented in Chapters 2 and 3, where the vertical turbulent exchange is ad-

dressed in a more general manner first and afterwards the special application of the

lidar technique to this problem is discussed. For successful measurements further im-

4



provements of the existing instruments became necessary. The needed hardware and

software developments are fully addressed in Chapter 4. Chapter 5 presents the ap-

plication of the developed method and the results from the measurements. In Chapter

6 a summary and the conclusions are given.

5





2 Turbulent planetary boundary layer

The planetary boundary layer is the lower part of the troposphere which is in contact

with the planet’s surface (see Garratt, 1992, for further details). Stull (1997, p. 2)

defines it as ‘that part of the troposphere that is directly influenced by the presence of

the earth’s surface, and responds to surface forcings with a timescale of about an hour

or less.’ The height of the PBL in mid-latitudes reaches from a few hundred meters

in wintertime to 2–3 km in summer (e.g., Baars et al., 2008). Closer to the equator it

can grow to heights of 5 km above ground at continental sites (e.g., Ansmann et al.,

2008). Capped by a temperature inversion on the top, the PBL is separated from the

free troposphere (FT) above.

The lowest few millimeters of the PBL where molecular diffusion determines the

vertical exchange of heat, moisture, or momentum is called the diffusion layer. The

surface layer or Prandtl layer covers the next tens of meters of height where a log-

arithmic wind profile can often be observed (Tennekes, 1973). The subsequent and

major part to the top of the PBL is known as the Ekman layer. During daytime, tur-

bulence in the Ekman layer causes vertical mixing. Therefore, this part of the PBL

is also called the mixing layer. If respective sources are absent the mixing causes the

mean values of potential temperature, momentum, humidity, and dry aerosol mass

concentration to be constant throughout the PBL. Affected by surface friction the

wind direction crosses the isobars close to the planet’s surface and rotates towards

the geostrophic wind at high altitudes. In contrast to the surface layer, the wind speed

within the mixing layer is relatively constant.

The following chapter summarizes the basics of turbulence description in the at-

mosphere. At the beginning, a brief introduction on turbulence in the PBL is given.

Then the mechanisms of vertical aerosol exchange processes in the mixing layer are

described. In the following, the concept of the turbulent aerosol flux, which is the

qualitative measure for the particle exchange processes in the PBL, is introduced. The

general method for flux measurements—the eddy correlation technique—is briefly

7



2 TURBULENT PLANETARY BOUNDARY LAYER

described. Afterwards, parameterizations of the turbulent flux which are commonly

used in atmospheric models are given. The required mathematical concepts which

are used for the analysis of the data are introduced at the end of this chapter.

2.1 Turbulence

The three-dimensional turbulence in the PBL covers a large range of scales reaching

from several tens of kilometers in organized cloud-roll structures down to the mil-

limeter range where viscous energy dissipation occurs. However, this is only part of

the entire spectrum of motions in the planet’s atmosphere. Turbulent structures can

be observed in synoptic weather systems and even up to global scales where the tur-

bulence approaches two-dimensionality, which behaves quite differently (Tennekes,

1978). Van der Hoven (1957) used data sets of 43–60 hours and found a minimum

in the turbulent spectrum at about 1 hour for surface winds between 30–125 m above

ground level (agl). Figure 2.1 shows the results from his original work. At the low

frequency range—on the order of four days—a peak from passages of large, synoptic-

scale pressure systems occurs. Additionally, a small 12-hour peak was found in some

of the data that were averaged to obtain the spectrum. The micrometeorological peak

at high frequencies (30 s–3 min) is caused by turbulent motions within the PBL.
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Figure 2.1: Generalized horizontal wind-speed spectrum measured at about 100 m
height; after Van der Hoven (1957).

The fact that there is a spectral gap on the order of one hour is the underlying
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2.1 TURBULENCE

concept for many measurements of turbulence in the PBL. It has become standard

practice to treat dynamics faster than 1 hour as boundary layer turbulence. This is

also found in the basic definition of the boundary layer after Stull (1997). Slower

fluctuations are seen to be part of the meteorological mean field.

The turbulent structures of the PBL are either caused by mechanical or thermal

processes. Mechanical turbulence is induced by wind shear, surface roughness, and

friction or flows around obstacles. It can usually be observed close to the ground,

in cities, in mountain regions, during periods with high wind speeds in the PBL, or

on days with a stratus sky cover when solar radiation is attenuated. Thermal turbu-

lence is observed on days with clear skies and medium wind speeds or if cold air is

advected over a warmer surface (land or water). Then convection often dominates

the generation of turbulence in the PBL. As the ground is heated by solar radiation

warmer air parcels are formed and rise in updraft regions with 3–5 ms−1. These

buoyant updrafts are also referred to as thermals. As a result of the conservation of

mass cooler air parcels are forced to sink at the same time. These downdraft regions

are usually larger with smaller downward wind speeds of 0.5–2 ms−1. When the

generation of turbulence is dominated by buoyancy the mixed layer is also called a

convective boundary layer (CBL).

The complex atmospheric flow is completely described by the Navier-Stokes equa-

tion with the boundary condition of the concept of continuity (Stull, 1997). These

governing equations form a system of second-order non-linear partial differential

equations which cannot be solved analytically in general. Therefore, simulation

methods are applied for the solution. For a small degree of turbulence or for very

small scales, i.e. for small Reynolds numbers of 50–100, the method of direct nu-

merical simulation (DNS) is useful (Wyngaard, 1992). But for atmospheric flows

with very high Reynolds numbers of 104 or more the amount of necessary grid cells

is very high and the problem becomes unsolvable very rapidly. To overcome these

numerical problems, different authors (e.g., Moeng and Wyngaard, 1984; Fedorovich

et al., 2001; Helmert, 2003, and many others) have used large-eddy simulations (LES)

where the large energy-containing eddies are simulated by an exact set of governing

equations which describe the essential physics. The sub-grid eddies are assumed to

follow the similarities of turbulence and therefore are modeled by means of approxi-

mates or parameterizations found from measurements (Wyngaard, 1992).

A common solution for the chaotic behavior of turbulence is the statistical de-
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2 TURBULENT PLANETARY BOUNDARY LAYER

scription and the application of averaging over a certain regime x, what is commonly

known as Reynolds averaging. A meteorological variable ϕ(x) is described in this

sense by an ensemble mean value and a turbulent fluctuation (see Kaimal and Finni-

gan, 1994; Stull, 1997, for further details):

ϕ(x) = 〈ϕ〉+ϕ ′(x), with〈ϕ ′(x)〉 = 0, (2.1)

where 〈ϕ〉 indicates the ensemble average over a volume which represents the sta-

tistical behavior completely. The fluctuation ϕ ′(x) is owed to the turbulence in the

atmosphere.

The fluctuations of the components of the wind-velocity vector (u1,u2,u3 = w) in

horizontal and vertical direction constitute the energy of motions in a turbulent field.

The turbulent kinetic energy (TKE) Ekin,t per mass is given by

Ekin,t =
1

2

(
〈u′12〉+ 〈u′22〉+ 〈u′32〉

)
. (2.2)

In 1941 Kolmogorov showed that for stationary turbulence the TKE shows a char-

acteristic spectral dependence. On large scales—in the spectrum’s energy containing

part—the energy is produced by shear, friction, or convection. The large vortices

induce new turbulent structures at smaller scales on their outer boundaries. Thus the

energy is not dissipated but reached down to smaller whirls by an energy cascade.

This part of the spectrum is known as the inertial subrange. Within this range Kol-

mogorov found from self-similarity considerations and analysis of dimensions that

the spectral energy density of the TKE follows a –5/3rd power law (Frisch, 1995):

dEkin,t

dk
= a

K
ε2/3k−5/3, (2.3)

where a
K

is Kolmogorov’s constant, ε the turbulent energy dissipation rate per mass

and k = 1/L is the wavenumber or the reciprocal value of the turbulent scale L.

Lenschow and Stankov (1986) performed measurements and found that the inertial

subrange begins at about 100–200 m in the PBL. The dissipation of energy to heat

takes place on length scales of the order of 1 mm (Kolmogorov microscale) in the

PBL because of viscosity, which predefines the end of the –5/3rd subrange.

It was found that energy spectra of many basic parameters that describe the state of
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2.2 VERTICAL AEROSOL TRANSPORT IN THE CBL

the atmosphere follow Kolmogorov’s power law. Therefore, by plotting the energy

spectrum (see Subsection 2.4.3) of a parameter ϕ ′ versus the wavenumber, or the

frequency in case of a point measurement, in a log-log representation we can identify

the inertial subrange by a linear slope of –5/3.

2.2 Vertical aerosol transport in the CBL

During daytime the scale of the energy-containing (and flux-carrying) eddies that

are responsible for most of the mixing is typically on the order of the boundary-

layer depth zi. To some extent the eddies can be squeezed due to the confinement

between the planet’s surface and the temperature inversion at the CBL top. From

measurements in the upper half of the CBL Kaimal et al. (1976) found values of

about 1.5 zi for the peak wavelength λmax in the spectrum of the vertical velocity w.

Figure 2.2 shows a schematic view of a transect through a dry CBL. The colors

in this scheme refer to the mass concentration of an air constituent in general or of

aerosol particles in our specific case. As warm and buoyant air rises, it transports

the surface aerosol particles, whose concentration is usually higher, upwards. These

plumes or thermals rise until they reach the temperature inversion at the top of the

boundary layer. Additionally, clean air from the FT is mixed into the CBL and re-

duces the aerosol mass concentration at the ground. The layer between the highest

thermal boundaries and deepest parts of sinking air from the FT is called the entrain-

ment zone (EZ). Especially in the late morning, when the surface-layer temperature

gradient becomes very strong, the entrainment process is very effective. At this time

the CBL grows in a few hours almost to its complete depth. The combination of

updrafts and downdrafts are referred to as large eddies. Additionally, these large

eddies trigger a lot of smaller-scale eddies throughout the mixing layer following

Kolmogorovs law. Consequently, the internal friction (precisely, the downward flux

of momentum) influences the horizontal wind speed which becomes almost constant

throughout the mixing layer.

However, with respect to aerosol the vertical transport is much more complicated

than, e.g., the latent (water vapor) or sensible (temperature) heat flux. The ascent

of particles is often combined with water uptake because of relative-humidity (r.h.)

increase with height. This effect of hygroscopic growth is shown in Fig. 2.3. The am-
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Figure 2.2: Schematic view of a transect through a dry CBL based on a time-height
contour plot. In our case, the colors represent the aerosol mass concentration in the
air. Θ(z) and u(z) are the profiles of the potential temperature and horizontal wind
speed, respectively.

bient particle mass concentration, optical and microphysical properties thus change

with height during lifting processes even if the boundary layer is well mixed. If the

deliquescence point were, for example, at 70% r.h. (e.g., Wexler and Seinfeld, 1991),

hygroscopic growth of the particles would occur at the respective height levels. At

a certain level of water-vapor supersaturation (usually at the PBL top) the swollen

aerosol particles can be activated to cloud condensation nuclei (CCN). Subsequently,

fast dynamic growth takes place. This rapid change from hygroscopic to dynamic

growth is the onset of the cloud formation process (e.g., Pruppacher and Klett, 1997).

The cloud droplet size distribution sensitively depends on the amount of avail-

able aerosol particles, their chemical composition, and the aerosol flux into the cloud

(Khain et al., 2000) and is thus sensitively dependent on the vertical wind at the

cloud base. Subsequent cloud dissolution in downdrafts will affect the particle size

distribution, volume and mass concentration, and the related optical effects, too.

Because of the r.h. hysteresis effect (e.g., Swietlicki et al., 1999; Tang and Munkel-

witz, 1994) the hygroscopic growth factors are different for updrafts and downdrafts.

In downdrafts the dry particle diameter might not be reached until the relative humid-

ity drops significantly below 40%. Additionally, entrainment of free-tropospheric

dry air is another factor that influences growth and shrinking of particles and thus the
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70% r.h.

40% r.h.

H
ei

gh
t

Horizontal Distance

Figure 2.3: Turbulent mixing of aerosol in the humid CBL. The variable profiles
of the relative humidity and the connected hygroscopic growth of particles are il-
lustrated. The increase of the ambient aerosol mass concentration (dry aerosol
mass+water) is color coded from blue to red. White colors represent boundary-layer
cumulus clouds.

particle mass concentration. Because the dry air in the downdrafts is mixed with the

PBL air it is uncertain where substantial shrinking of particles occurs.

All these processes are far away from being well understood because adequate ob-

servations are missing. This circumstance makes the description of aerosol, including

the vertical transport, in atmospheric models very difficult and diverse (e.g., Textor

et al., 2005; Kinne et al., 2006). As a consequence, the uncertainty in the estimation

of the vertical aerosol exchange and the related direct and indirect aerosol effects re-

mains rather high unless these aerosol-related processes are studied in detail based

on measurements. This work is a first attempt to get more insight into these complex

processes.

2.3 Turbulent flux

The transport of a quantity ϕ through an area A per time interval is given by the flux:

Fϕ(t) =
1

A
dϕ(t)

dt
= cϕ(t)un(t), (2.4)
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2 TURBULENT PLANETARY BOUNDARY LAYER

where cϕ is the concentration of the quantity ϕ , and un is the velocity component

perpendicular to the observed area. In the following, we will see that turbulence—

although the mean value of un can vanish—is connected to real transport processes

of meteorological quantities.

2.3.1 Concept of the eddy flux

Using Reynold’s averaging for the instantaneous flux Fϕ(t) and separating the con-

centration cϕ(t) and the velocity un(t) into a mean and perturbation part we obtain:

Fϕ = Fϕ(t) = cϕ(t)un(t) = cϕ un + cϕu′n + c′ϕun + c′ϕu′n
= cϕun + c′ϕu′n,

(2.5)

where the overbar indicates the temporal average of a measured time series. The

mixed terms vanish because c′ϕ = u′n = 0. The two remaining terms are the advec-

tive flux resulting from the average motion of the air and the turbulent flux as the

covariance of the fluctuations. Usually, horizontal transport processes in the PBL

are dominated by advection, whereas the vertical exchange is primarily caused by

turbulence since the average vertical velocity is much smaller than its fluctuations.

With respect to aerosol transport in the CBL, c′ϕ = m′ for the fluctuations of the

total aerosol mass concentration Md. Looking back to Fig. 2.2, we find that upward

(positive) vertical wind speeds w′ correlating with positive fluctuations m′ contribute

to a positive turbulent particle flux Fp. Additionally, downward (or negative) verti-

cal velocities correlate with cleaner air parcels from above, which contributes to a

positive flux, too. Thus aerosol particles are vertically exchanged within the CBL al-

though the average values w′ and m′ disappear. Both processes contribute in the same

direction to the turbulent flux. In fact, Wyngaard and Brost (1984) showed that the

vertical diffusion of passive or conservative scalars in the CBL is actually a superpo-

sition of what they call bottom-up and top-down diffusions. They substantiated their

findings by LES and found the bottom-up transport substantially larger by a factor of

2–3 at 0.5 zi.

Considering a horizontally homogeneous area and stationary conditions we can as-

sume that horizontal advection and sources or sinks of aerosol mass can be neglected.

Then the temporal change rate of the aerosol mass concentration is only determined
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2.3 TURBULENT FLUX

by the gradient of the vertical turbulent flux:

∂Md

∂ t
= −∂m′w′

∂ z
. (2.6)

We see that in this case there will only be a change in the aerosol mass concentration

due to turbulence, if the turbulent flux profile is not constant with height.

2.3.2 Measurements of vertical fluxes by eddy correlation

Eddy correlation measurements are usually done with in situ instruments. This meth-

od of flux measurements of various parameters such as momentum, sensible and

latent heat, or trace gases at ground levels is well established (Foken, 2003; Stull,

1997). For instance, various observations of CO2 fluxes over a forest canopy have

been made to study the carbon cycle. Surface flux networks and interdisciplinary

research programs have been implemented in the past, e.g., Ameriflux (Law, 2005),

CarboEurope (Dolman et al., 2006), Fluxnet (Baldocchi et al., 2001), and iLEAPS

(Integrated Land Ecosystem—Atmosphere Processes Study, iLEAPS, 2005).

The vertical flux can be generally measured by the eddy correlation method as the

covariance of the vertical-wind fluctuation w′ and the fluctuation of a variable c′ (in

our case m′). If N measurements of the specific variables are taken, the flux can be

calculated by

c′w′ =
1

N

N

∑
i=1

(ci − c)(wi −w) . (2.7)

Atmospheric flux measurements are always bound to the averaging regime. There

must be an agreement what scales are connected to fluctuations and what scales are

treated as the mean flow. Usually, measurements deliver only limited series of data

sets ϕn and ψn. For a sufficient amount of data points n = 1..N the average of the

data converges to the ensemble average:

ϕ ′
nψ ′

n
N=∞−→ 〈ϕ ′ψ ′〉. (2.8)

There are two major limitations for the validity of the eddy correlation method. On

the one hand, the sampling must be fast enough to cover the smallest scales of tur-

bulence that contribute to a flux. On the other hand, the sampled data must represent
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2 TURBULENT PLANETARY BOUNDARY LAYER

the area in a statistically significant manner and cover the large scales of turbulence.

While such datasets can be obtained, for example, from LES, atmospheric measure-

ments have certain limitations. Generally, atmospheric observations are a reasonable

compromise between averaging times during which the turbulence can be assumed

to be stationary and for which a full-scale coverage is given.

Another regular issue is that a time series is taken at a single point (e.g., on me-

teorological towers) instead of a spatial series at a fixed time. This problem was

already addressed by Taylor (1938). What is known as Taylor’s hypothesis states that

the turbulence can be treated as frozen when it advects over a sensor. In this case

the temporally averaged covariance equals its spatial average. Stationary turbulence

within the averaging interval must be assumed therefore. However, this scenario is

only true if the time scale of the eddies’ evolution is much smaller than the time it

takes for the eddies to pass the sensor (e.g., Stull, 1997). Taylor’s formulation is the

basic principle which connects the time or frequency scale of a variable to its spa-

tial scale of wavelength or wavenumber, respectively, by use of the mean horizontal

velocity. The equivalence of a spatial and a temporal measurement is also known as

ergodicity.

To overcome this problem extremely fast turbulence sensors have been applied on

airplanes or airborne platforms (e.g., Buzorius et al., 2006; Siebert et al., 2006). With

their help large scales can be covered in a short time. However, Wyngaard (1992)

emphasizes that flow-distortion effects can occur at airborne platforms and may be

severe under certain conditions. Compressibility effects at airspeeds around 0.3 Mach

can interact with the turbulent velocity and create false fluctuations.

In contrast, remote-sensing observations do not suffer from the distortion of the

measurement volume. Lidar seems to be the preferred method for remote flux mea-

surements in the PBL, because it allows observations in the undisturbed sample vol-

ume from ground or airborne platforms. In the recent years major advances in resolu-

tion of lidar systems have been made, so that various atmospheric parameters can be

measured with time resolutions of several seconds and height resolutions of several

meters.

For instance, during the International H2O Project (IHOP_2002) Kiemle et al.

(2007) operated a water-vapor DIAL and a Doppler lidar on board the DLR (Deutsch-

es Zentum für Luft- und Raumfahrt, German Aerospace Center) Falcon research air-

craft over the U.S. Southern Great Plains. Latent heat flux profiles in the CBL were
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successfully derived. They found significant contributions to the flux between 1 and

10 km wavelength, with peaks between 2 and 6 km, originating from large eddies.

Although they applied airborne measurements, the sampling error was found to be

55% at a height of 0.5 zi for flight legs of 12 km length. The instrument noise (15%)

and systematic errors (7%) played a minor role (see Section 3.5 for the examination

of the different error types).

2.3.3 Parameterization of the vertical turbulent flux

In atmospheric models the vertical component of the turbulent flux of a scalar variable

ϕ can be parameterized at the height z by the local closure approximation or the K-

theory:

Fϕ(z) = 〈ϕ ′w′〉 = −Kϕ
∂ 〈ϕ(z)〉

∂ z
. (2.9)

The vertical flux is thus determined by the turbulent diffusion coefficient (or eddy

diffusivity coefficient) Kϕ and the local gradient of ϕ , only. This formulation is

also referred to as small-eddy approach and is in complete analogy to the molecular

diffusion theory (Fick’s first law), although turbulent fluxes in the PBL are far larger

than those due to molecular diffusion (by a factor of 105, e.g., Wyngaard, 1992). The

description above can be extended to the moments of the variable as well, in order

to derive prognostic equations for the mean variables (1st order), the variances (2nd

order), or even higher-order moments (see Helmert, 2003, for more details).

According to Eq. (2.9), a vanishing gradient of the mean variable implies a van-

ishing turbulent flux as well. This is valid and was found to be useful for modeling

mechanical turbulence within the surface layer, stable daytime and nocturnal bound-

ary layers. In contrast, observations and LES of convective situations have shown a

different behavior (Wyngaard, 1992). In these cases, turbulent transport arises from

much larger eddies which are not described by the local-closure schemes.

Consequently following these findings, Deardorff (1972) originated the counter-

gradient approach. As a simple adoption of the above parameterization to the nonlo-

cal formulation a counter-gradient γa is introduced:

Fϕ = 〈ϕ ′w′〉 = −Kϕ

(
∂ 〈ϕ〉

∂ z
− γa

)
. (2.10)
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This additional gradient takes the vertical large-eddy transport into account and leads

to non-vanishing fluxes in the well-mixed CBL. Improved parameterizations for such

cases where the concentration gradient is zero are given by Holtslag and Boville

(1993) and Holtslag et al. (1995). Wyngaard and Weil (1991) found by LES, which

qualitatively reproduced the scalar transport in the CBL, that the asymmetry in the

bottom-up and top-down fluxes is determined by the skewness of the vertical veloc-

ity. They used a Taylor-series expansion for the scalar flux and changed Eq. (2.10)

accordingly:

〈ϕ ′w′〉 = −Kϕ

(
∂ 〈ϕ〉

∂ z
− S̃w

√
〈w′2〉Λ
2

∂ 2〈ϕ〉
∂ z2

+ ...

)
and with Eq. (2.9) :

≈−Kϕ
∂ 〈ϕ〉

∂ z
− S̃w

√
〈w′2〉Λ

2

∂ 〈ϕ ′w′〉
∂ z

,

(2.11)

where S̃w = 〈w′3〉(〈w′2〉)−3/2
is the skewness of the vertical velocity and Λ is the

integral time scale (Wyngaard, 1992). In contrast, Kϕ = 〈w′2〉Λ is proportional to

the variance of the vertical velocity (Van Dop and Verver, 2001; Zilitinkevich et al.,

1999). From the discussion above we see that the key role in large-scale nonlocal

fluxes is played by the fluxes of fluxes represented by third (and higher-order) mo-

ments of the vertical wind.

At the center of the entrainment zone zi the gradient between particle-rich air in

the CBL and clean air in the FT is maximal. Therefore, the vertical flux of particle

mass reaches its maximum at the height zi. We call Fp,entr = Fp(zi) the entrainment

flux. In a simple budget consideration, the mean entrainment flux equals the column

particle mass divided by the time of the convective period tcp:

Fp,entr =
Md Δzi

tcp
, (2.12)

where Md is the mean aerosol mass concentration throughout the CBL and Δzi the

growth of the CBL during the convective period. The stable nocturnal surface layer

would act as the particle source reservoir at the beginning of convection. Assuming

an aerosol mass concentration of 20 μg m−3, a maximum CBL height of 1.5 km, and

a convective period of 7 h an entrainment flux of 1.2 μg m−2s−1 would be expected

for this simple case. However, real processes in the CBL are far more complex.
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For instance, formation of new particles, coagulation, deposition, chemical reactions,

entrainment of lofted layers, and horizontal advection are important factors which

influence the aerosol properties.

2.4 Mathematical concepts

Several mathematical methods and parameters are used for the determination of the

turbulent aerosol flux, its error, and for the evaluation of the observations in Chap-

ter 5. These parameters and related concepts are introduced next.

2.4.1 Mean, variance, and correlation functions

The average of a measured time series ϕn is denoted by an overbar (in contrast to the

true ensemble average 〈ϕ〉 of a turbulent process):

ϕ =
1

N

N−1

∑
n=0

ϕn, (2.13)

where N = T/Δt is the number of samples of the time series. T is the overall sampling

time and Δt the sampling interval.

A measure of how far atmospheric variables ϕn = ϕ +ϕ ′
n are correlated with them-

selves is the autocovariance function:

Rϕϕ(l) = ϕ ′
nϕ ′

n+l =
1

N

N−l−1

∑
n=0

ϕ ′
nϕ ′

n+l, (2.14)

where l is called the lag. The time lag is given by lΔt. For the zero lag, Rϕϕ(l = 0)
equals the variance σ2

ϕ = ϕ ′2 of ϕn. Normalizing Rϕϕ(l) by the variance results in

the autocorrelation function:

rϕϕ(l) =
Rϕϕ(l)
Rϕϕ(0)

=
ϕ ′

nϕ ′
n+l

σ2
ϕ

. (2.15)

This function can also be defined for two series ϕn and ψn. In this case, Rϕψ(l) and

rϕψ(l) are called the covariance and the (cross-)correlation functions, respectively,
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with

rϕψ(l) =
Rϕψ(l)
σφ σψ

=
ϕ ′

nψ ′
n+l(

ϕ ′
nϕ ′

n ψ ′
nψ ′

n
)1/2

. (2.16)

The quantities Rϕψ(l = 0) = Rϕψ and rϕψ(l = 0) = rϕψ are called the covariance and

the correlation, respectively.

2.4.2 Integral scale

Various publications have shown that the integral scale is important for characterizing

the structure of turbulence (Lenschow and Stankov, 1986; Giez, 1996; Lothon et al.,

2006). It is a measure of the longest correlation distance between the flow velocity

(or vorticity, etc.) at two points in the flow field (Hinze, 1975). Additionally, it

is also a measure of randomness in the turbulence. Small values imply a highly

random turbulence and large values imply a more structured turbulence with larger

eddies (Treviño and Andreas, 2004). Lumley and Panofsky (1964) have shown that

the integral scale is also an important factor for the error determination, i.e., given a

specific error limit the required averaging length for the representative determination

of turbulent parameters can be calculated.

The integral scale Λϕ of a variable ϕ is defined as the integral of the autocorrelation

function rϕϕ(l). For real atmospheric measurements the integral has to be replaced

by a sum over discrete values:

Λϕ = Δt
l→∞

∑
0

rϕϕ(l). (2.17)

Boundary-layer measurements at a fixed point give estimations of the integral time

scale. By multiplication with the average horizontal wind speed and the assumption

of stationarity (Taylor’s hypothesis) we obtain the atmospheric integral length scale.

Kaimal and Finnigan (1994) point out that the autocorrelation function in the CBL

can be approximated by an exponential function

rϕϕ(l) ≈ exp

(
−|l|Δt

Λϕ

)
. (2.18)

But own observations as well as reports from several other authors often have shown

that the autocorrelation function of a measured atmospheric time series can reach
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negative values or even oscillates around zero, which are indications for organized

coherent structures within the CBL (Yaglom, 1977; Lumley and Panofsky, 1964;

Helmert, 2003). Hence the integration is usually performed to the first zero crossing

point of rϕϕ(l) (e.g., Lenschow and Stankov, 1986; O’Neill et al., 2004). Hereafter,

the same method is applied for the calculation of the integral scale.

A cross-correlation function (like the vertical flux of an air constituent w′
nc′n) within

the CBL is much less suitable for the calculation of the integral scale Λw,c with

Eq. (2.17), because the cross-correlation is not symmetric in general. The flux in-

tegral scale can also converge to negative values, e.g., in case of a negative flux.

Hence Giez et al. (1999) suggested the conservative upper bound

Λw,c < min(Λw,Λc) (2.19)

for the flux integral scale. For further investigations the flux integral scale was re-

placed by the integral scale of the vertical wind or of the aerosol parameter, respec-

tively, since the flux integral scale was used for the error calculation of the vertical

flux (see Section 3.5).

Lenschow and Stankov (1986) derived height-dependent parameterizations for the

integral length scales from aircraft measurements over the ocean during AMTEX

(Air Mass Transformation Experiment, East China Sea, 1974 and 1975). In general,

Λ was increasing with height. For the integral length scale of the vertical wind they

found

Λw(z) = 0.24
√

zzi. (2.20)

For scalar fluxes of heat, humidity, and ozone they suggested the parameterization

Λw,c(z) = 0.16 3

√
zz2

i . (2.21)

That means that for a given height zi of the CBL of 1500 m we expect the integral

scale of the vertical wind to be on the order of 250 m at the center of the CBL. The

flux integral scale at the same height level would be about 190 m.

Recently, horizontal and vertical integral scales of the vertical wind were published

by Lothon et al. (2006) and Lenschow et al. (2006). The measurements were taken

with a Doppler lidar during LIFT (Lidars In Flat Terrain, central Illinois, USA, 1996).

The integral scales were similar to the prior parameterization in the center of the CBL.
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2 TURBULENT PLANETARY BOUNDARY LAYER

However, the complete profiles were quite different from Eq. (2.20). In contrast,

they were almost constant with height. The authors speculate that heterogeneity of

the surface (flat cropland) might have increased the values at the surface. On the

other hand, the previously derived values may be inadequate for comparison because

‘the presence of some stratiform clouds in AMTEX may have generated larger-scale

fluctuations near the CBL top’. In contrast, during LIFT boundary-layer clouds were

absent (Lothon et al., 2006, pp. 529–530).

2.4.3 Spectral examination of atmospheric measurements

The decomposition of turbulent parameters into their frequency components νi can

reveal more about the nature of turbulence. A useful tool is the calculation of the

energy spectral density (ESD) function of a time series ϕn because it helps drawing

conclusions about the involved eddy sizes. The ESD describes the variance (or en-

ergy) distribution of a time series within the frequency range. The ESD is often used

to visualize the –5/3rd law of the inertial subrange of the TKE. For a discrete time

series ϕn with the length N the ESD is defined as

Sϕ(i) =
2

Δν

∣∣∣∣∣ 1

N

N−1

∑
n=0

ϕne−2π jin/N

∣∣∣∣∣
2

=
2 Γϕ(i)Γ∗

ϕ(i)
Δν

, i = 1..N/2, j =
√−1 (2.22)

within the frequency range νi = iΔν . Γϕ(i) and Γ∗
ϕ(i) are the discrete Fourier trans-

form of ϕn and its complex conjugate, respectively. The ESD is normalized by the

width of a frequency bin Δν = (Δt N)−1 and the factor of 2 accounts for neglecting

the negative frequencies i = −(N/2..1). The zero-frequency component of the spec-

trum at i = 0 is neglected, too, because the time series which are considered here are

detrended (see Section 3.4) and thus have a zero mean. For the given definition the

ESD is normalized such that

σ2
ϕ =

N/2

∑
i=1

Sϕ(i)Δν , (2.23)

i.e., the integrated ESD equals the variance of the time series ϕn. In case of discrete

time series, a Fast Fourier Transform (FFT) can be used for the calculation of Γϕ(i).
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In the same way, a cross-spectrum for two time series ϕn and ψn can be defined:

Šϕψ(i) =
2 Γϕ(i)Γ∗

ψ(i)
Δν

, i = 1..N/2. (2.24)

In contrast to the ESD the cross-spectrum is complex:

Šϕψ(i) = Cϕψ(i)+ j Qϕψ(i). (2.25)

The real part Cϕψ(i) is called the cospectrum which accounts for the in-phase com-

ponents of ϕn and ψn. In contrast, the 90°-out-of-phase components are covered

by the imaginary part Qϕψ(i)—the quadrature spectrum. Following Eq. (2.23) the

integrated cospectrum results in the covariance:

σ2
ϕψ =

N/2

∑
i=1

Cϕψ(i)Δν = ϕ ′
nψ ′

n. (2.26)

The cospectrum is especially useful when observing turbulent fluxes, i.e. w′c′. For

this special case, it is the spectral decomposition of various frequency contributions

to the total turbulent flux. Hence it can be checked whether the turbulent scales

that contribute to the turbulent transport are covered by the measurement. Then the

cospectrum will reach values close to zero at both frequency ends.

Because a large range of frequencies account for to the turbulent flux, a plot of

νiCϕψ(i) over a logarithmic frequency axis is a reasonable presentation. In this way,

the area under the curve is representative for the flux contribution from different

frequency ranges.

The dominating eddy sizes will usually result in maximum values of the cospec-

trum in the lower mixed layer (Kaimal and Finnigan, 1994):

νmax ≈ (2πΛw,c)−1. (2.27)

However, the cospectra in the major part (0.1zi < z < zi) of the CBL become increas-

ingly unpredictable with height and do not show a generalized envelope (Kaimal

et al., 1976).
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3 Method—Aerosol flux measurements
with lidar

The aim of this work is the quantification of aerosol vertical exchange by means of

turbulent aerosol fluxes. The technique is based on the respective method for water-

vapor flux measurements with lidar (Senff et al., 1994; Giez et al., 1999; Wulfmeyer,

1999; Kiemle et al., 2007). However, it was necessary to extend the scheme for the

application to the aerosol concentration.

In the first part of this chapter an overview of light scattering in the atmosphere

with focus on lidar application is presented. Subsequently, the methods used for the

determination of optical aerosol parameters are introduced. Thereafter, an overview

of the applied optical-to-microphysical-data inversion scheme is given. In the follow-

ing, the Doppler lidar principle for accurate and high-resolution wind measurements

is explained. Then the method developed for aerosol flux measurements is illustrated,

followed by the error analysis for the proposed approach. At the end of this chapter,

specific requirements for the vertical aerosol flux measurements are discussed.

3.1 Lidar measurements of aerosol optical

properties

3.1.1 Light scattering in the atmosphere

Lidar measurements are generally based on the interaction of transmitted laser light

with molecules and particles in the atmosphere. The elastic light scattering by mole-

cules is known as Rayleigh scattering. Here the scatterers are much smaller than the

wavelength. The molecular-scattering intensity decreases with wavelength λ with

λ−4. Backscattering by air molecules is lower by a factor of 5, 80, and 1050 at

the laser wavelengths of 532, 1064, and 2022 nm used in this work, respectively,
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3 METHOD—AEROSOL FLUX MEASUREMENTS WITH LIDAR

compared to backscattering at 355 nm.

Light scattering by particles has often been described as scattering by spheres with

a complex refractive index, as introduced by Mie (1908). The Mie theory can be

applied as an approximation to non-spherical particles as well, but only if the par-

ticle dimensions are not much larger than the wavelength of the scattered radiation

(Wandinger et al., 2002; Müller et al., 2007b; Böckmann, 2001). In contrast, it is not

applicable in the case of desert dust particles or ice crystals. A rigorous description of

absorption and scattering of light by small particles is found in Bohren and Huffman

(1983) and Mishchenko et al. (2002).

In addition to elastic scattering by particles and molecules, inelastic scattering pro-

cesses such as Raman scattering occur in the atmosphere (Wandinger, 2005). In the

case of aerosol Raman lidar, Raman backscattering by nitrogen molecules is mea-

sured. For nitrogen molecules, the vibration-rotation transition results in a wave-

number shift of the light of 2330.7 cm−1.

3.1.2 Lidar principle

Lidar systems utilize time-resolved measurements of backscattered light. A short

laser pulse with high energy is transmitted (vertically) into the atmosphere. The

laser light is scattered at different heights. The backscattered portion of the light is

collected by a receiver and measured temporally resolved with detectors. During the

time t the light traveled to the height1 z and back to the lidar, the respective height of

scattering can be calculated with the speed of light c
L
:

z =
c

L
t

2
. (3.1)

The signal strength received from a specific distance depends on the backscatter

coefficient β in this region. It is comprised of molecular (β m) and particle backscat-

tering (β p) . With known temperature and pressure profiles the molecular fraction

can be calculated and thus separated from the particulate part at every height range.

Additionally, light is attenuated due to scattering and absorption by molecules and

particles. The respective extinction coefficients are α , αm, and αp for total, molecu-

lar, and particle extinction, respectively.

1We consider a vertically pointing lidar where the height z above ground equals the range from the

lidar.
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3.1 LIDAR MEASUREMENTS OF AEROSOL OPTICAL PROPERTIES

The lidar equations for the elastic backscatter signal Pλ0
and the signal PλR

caused

by inelastic backscattering from nitrogen molecules can be written as (Wandinger,

2005):

Pλ0
(z) = P0

c
L
τ

L

2

At

z2
ηλ0

O(z)βλ0
(z)exp

[
−2

∫ z

0
αλ0

(z′)dz′
]
, (3.2)

PλR
(z) = P0

c
L
τ

L

2

At

z2
ηλR

O(z)N
R
(z)

dσ(π,λ0)
dΩ

exp

[
−

∫ z

0

[
αλ0

(z′)+αλR
(z′)

]
dz′

]
.

(3.3)

The symbols used in these equations are:

Pλ (z) . . . received power at the respective wavelength from distance z [W],

βλ0
(z) . . . 180◦-backscatter coefficient at wavelength λ0 at distance z [m−1sr−1],

αλ (z) . . . extinction coefficient at wavelength λ at distance z [m−1],

P0 . . . average power of the laser pulse [W],

τ
L

. . . laser-pulse length [s],

c
L

. . . speed of light [m s−1],

At/z2 . . . solid angle from which the signal is detected, telescope area/z2 [sr],

ηλ . . . receiver efficiency at wavelength λ [1],

O(z) . . . system-specific overlap function [1],
dσ(π,λ0)

dΩ . . . Raman backscattering cross section of nitrogen molecules [m2sr−1],

N
R
(z) . . . number density of nitrogen molecules [m−3].

3.1.3 Determination of particle backscatter and extinction
coefficients

Aerosol backscatter and extinction coefficients can be derived from the above li-

dar equations by different methods (Ansmann and Müller, 2005). The Raman lidar

method is known as the most accurate method. However, long averaging times (usu-

ally more than 30 min) are required because the intensity of Raman-shifted return

signals is about three orders of magnitude smaller than the one of elastic-backscatter

signals from the same molecule. An alternative method for the determination of the

particle backscatter or extinction coefficients is often referred to as the Klett method

(Klett, 1981, 1985; Fernald, 1984; Sasano et al., 1985). This method uses only the

27
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elastic-backscatter signals. The major advantage of this latter method is the high tem-

poral resolution. But because of partly unknown input parameters the solution can

be very erroneous under certain atmospheric conditions. Following the summary of

Ansmann and Müller (2005) for the Klett solution the lidar ratio

Sp
λ0

(z) =
αp

λ0
(z)

β p
λ0

(z)
(3.4)

needs to be assumed and Eq. (3.2) can be solved for β p
λ0

as follows:

β p
λ0

(z) =
U(z0,z,λ0)

V (z0,λ0)−2
∫ z

z0
Sp

λ0
(z′)U(z0,z′,λ )dz′

−β m
λ0

(z) , (3.5)

with

U(z0,z,λ0) =
z2Pλ0

(z)
O(z)

exp

{
−2

∫ z

z0

[
Sp

λ0
(z′)−Sm

]
β m

λ0
(z′)dz′

}
(3.6)

and

V (z0,λ0) =
z2

0Pλ0
(z0)

O(z0)
[
β p

λ0
(z0)+β m

λ0
(z0)

] . (3.7)

Sm = 8π/3 is the known lidar ratio for molecules. The largest uncertainty in this

method is the a priori assumption of the unknown particle lidar ratio Sp
λ0

(z). Since

values from about 20–100 sr for aerosol particles were found (Müller et al., 2007a)

errors on the order of 100% can easily arise (Ansmann et al., 1992). Additionally, a

reference value β p
λ0

(z0) at a distance z0 needs to be assumed for calibration purposes.

Usually, it is fixed in height ranges with low aerosol concentration, i.e. β p
λ0

(z0) 

β m

λ0
(z0). However, it can also be set at any height if the reference value is known from

another measurement. Another major drawback and error source is the influence of

the height-dependent overlap between the laser beam and the receiver field of view in

the near range. If the respective overlap profile is not well known and not corrected

for, the solution of the above equation is only valid for distances outside the overlap

regime.

If the weaker Raman-scattered signals are available, the method described by Ans-

mann et al. (1992) (also referred to as Raman method) can be used to derive the

particle backscatter and extinction coefficients independently without an assumption

28



3.2 INVERSION WITH REGULARIZATION

of Sp
λ0

(z). The extinction coefficient for this case is directly derived from Eq. (3.3):

αp
λ0

(z) =

d
dz ln

N
R
(z)O(z)

z2PλR
(z) −αm

λ0
(z)−αm

λR
(z)

1+
[

λ0

λR

]å(z) . (3.8)

Additionally, the backscatter coefficient is derived from the ratio of the elastic and

inelastic signals at a height z and from a known reference value β p
λ0

(z0) at a reference

height z0:

β p
λ0

(z) = [β p
λ0

(z0)+β m
λ0

(z0)]
Pλ0

(z)
PλR

(z)
PλR

(z0)NR
(z)

Pλ0
(z0)NR

(z0)

exp
[
−∫ z

z0
αλR

(z′)dz′
]

exp
[
−∫ z

z0
αλ0

(z′)dz′
] −β m

λ0
(z) .

(3.9)

A fixed spectral dependency of the extinction coefficient on the transmitted and

received wavelengths is assumed and described by the Ångström exponent å. The

value of å is about 1.5± 0.5 for urban aerosol in central Europe. Deviations of the

true Ångström exponent from the assumed one by ±0.5 lead to errors in the extinction

retrieval of ≤5% (Ansmann and Müller, 2005). The vertical molecular density profile

can be either derived from radiosounding data or from a standard atmosphere.2

At lower distances the determination of the extinction coefficient is limited by the

uncertainty of the systematic overlap function. Under certain conditions the overlap

function can be determined and thus corrected (Wandinger and Ansmann, 2002). In

contrast, the backscatter coefficient can ideally be determined down to the ground

because by calculating the signal ratio, which is evaluated for the derivation of the

backscatter coefficient, the instrumental overlap function cancels out. However, it

needs to be assured that the overlap functions of the two channels are equal.

3.2 Inversion with regularization

Some of the microphysical parameters that are of great interest for the investigation

of aerosol impact on climate in general are effective radius, volume and surface-

area concentration, complex refractive index, and single-scattering albedo. For the

determination of aerosol fluxes the aerosol volume and mass concentrations are of

2U.S. Standard Atmosphere, 1976, U.S. Government Printing Office, Washington, D.C., 1976.
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specific interest.

The method of inversion with regularization was used within this work to retrieve

microphysical parameters from the lidar data. We follow the explanations presented

by Ansmann and Müller (2005) and Müller et al. (2001). The main difficulty of the

inversion is that the input optical data are related to the microphysical parameters

through non-linear integral equations of the first kind (Fredholm equations) which

cannot be solved analytically:

gp =
∫ Rmax

Rmin

Kp(R, ň)υ(R)dR+ εexp
p , with gp = (αi,βi). (3.10)

The variables gp represent the particle extinction αp and backscatter coefficients β p

at different wavelengths λi. It was shown in the past, that three particle backscatter

coefficients and two extinction coefficients at different wavelengths are needed at

least to derive trustworthy inversion results. Thus a system what is known as a 3+2

Raman lidar was used for further investigations. Based on a Nd:YAG laser a 3+2

Raman lidar delivers backscatter coefficients at 355, 532, and 1064 nm and extinction

coefficients at 355 and 532 nm.

The kernel functions Kp(R, ň) are calculated from the respective dimensionless

extinction and backscatter efficiency parameters Qp per size interval (see Bohren and

Huffman, 1983):

Kp(R, ň) =
3

4R
Qp(R, ň). (3.11)

The particle volume concentration υ(R) per size interval dR and the complex refrac-

tive index ň are the quantities of interest. The integration limits Rmin and Rmax are

given by the radius range in which particles are optically efficient (Rmin ≈ 50−80 nm

for the minimum measurement wavelength of 355 nm) and particle concentrations are

high enough to contribute significantly to the signal (R < 10 μm). The error of the

measured optical data gp is εexp
p .

The numerical solution of Eq. (3.10) leads to an ill-posed inverse problem. The

solutions are characterized by a strong sensitivity to uncertainties of the input data and

non-uniqueness and incompleteness of the solution space (Hadamard, 1902). Thus

specific mathematical methods such as regularization are required.

For the solution of the Fredholm equation system the particle volume concentra-

tion is approximated by a linear combination of base functions B j(R) and respective
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weight factors f j:

υ(R) = ∑
j

f jB j(R)+ εmath(R). (3.12)

The use of eight base functions B j(R) of a triangular shape has lead to good re-

sults (Müller et al., 1999; Veselovskii et al., 2002). The mathematical residual error

εmath(R) is caused by the approximation of υ(R) with the base functions.

In general, the exact position of the investigated particle size distribution in the

size range used in Eq. (3.12) is not known. Hence inversion windows of variable

width and variable position along the investigated size range are used. Within these

inversion windows the base functions are distributed such that their nodes have the

same distance on a logarithmic radius scale (see Müller et al., 1999, for a detailed

explanation). The complex refractive index ň of the aerosol particles is unknown,

too. Therefore, the solution process is carried out for a range of wavelength- and size-

independent ň from 1.33–1.8 and 0–0.1 for the real and imaginary parts, respectively.

In the first step of solution finding, Eq. (3.10) is solved which delivers the mathe-

matical solution space. Then physical constraints are introduced in order to further

limit the solution space, so that a reasonable physical solution space is obtained. This

step is called regularization. Constraints such as smooth and non-negative solutions

of the derived particle size distribution are considered. Only those solutions which

are physically meaningful and fall under the given constraints are selected from the

entire solutions space. The mathematical formalism of regularization is presented in

Ansmann and Müller (2005).

With the determined weight factors and the corresponding base functions the vol-

ume concentration per size interval ΔR can be calculated with Eq. (3.12). It was

found that averaging the physical solutions (which can be 100–800 solutions out of

100,000 mathematical solutions) from the regularization is a useful concept, which

significantly improves the inversion results (Veselovskii et al., 2002).

Finally, the total aerosol mass concentration Md is calculated from the total volume

concentration Vd by use of the particle density ρp:

Md = ρpVd = ρp ∑
R

υ(R)ΔR. (3.13)
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3.3 Wind measurements with coherent Doppler

lidar

When the scatterer moves along the light path, monochromatic light with a wave-

length λ0 is frequency-shifted by the Doppler effect during a scattering process. This

effect is measured with Doppler wind lidars to determine the spatially resolved wind

velocity along the laser beam (Henderson et al., 2005; Werner, 2005). The frequency

shift Δν
D

of the incident light depends on the relative velocity u of the scatterer to the

lidar system. The Doppler effect for the lidar configuration occurs twice because it

results from a backscattering process during which the traveling direction of the light

is reversed:

Δν
D

= −2u
λ0

. (3.14)

By this definition, positive velocities account for wind away from the lidar.

The respective Doppler shift is extremely small compared to the transmitted laser

frequency. Special efforts are needed to detect these small frequency variations. At

short wavelengths it is possible to measure the Doppler shift from particle and molec-

ular backscattering processes with direct-detection methods. This can be achieved by

the use of steep optical-edge filters (e.g., Korb et al., 1992; Gentry et al., 2000) or

with interferometers such as the Fizeau interferometer implemented in a recent de-

velopment for a space application (Durand et al., 2007; Morançais et al., 2004).

The use of longer wavelengths, e.g., 10.6 μm from a CO2 laser, is of special in-

terest because the Doppler shift is in the low range of radio frequencies (190 kHz

per 1 ms−1 wind speed) and can be demodulated by optical mixing (e.g., Brewer and

Hardesty, 1995; Schwiesow and Spowart, 1996). This technique is also known as

coherent detection and can reach accuracies of wind measurements of 5–10 cm s−1.

The disadvantages are the relatively large CO2 lasers and nitrogen-cooled detectors.

In the last two decades near-infrared solid-state lasers between 1 and 2 μm wave-

length became available. They are much smaller and have better performance and

handling characteristics than CO2 lasers. Additionally, room-temperature photode-

tectors (Indium-Gallium-Arsenide) can be used for these wavelengths. Doppler lidars

in the 1–2-μm wavelength region can be very robust (e.g., Linné et al., 2007; Grund

et al., 2001). But compared to short-wavelength systems, a sufficient particle con-

centration is required in the scattering volume to act as a tracer for the wind velocity.
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Figure 3.1 shows the operation principles of a wind lidar system with coherent de-

tection. A continuous-wave laser referred to as the master oscillator (MO) generates

the reference frequency ν0 which is used for the optical mixing as well as for seeding

a pulsed laser which is also called the power oscillator (PO). Since exclusive demod-

ulation would not keep the sign of the Doppler shift, an intermediate frequency offset

Δνint in the radio frequency regime is added before or during the seeding process.

Thus the transmitted laser pulse is shifted by Δνint against the MO frequency. Then a

transceiving optics transmits the laser pulse into the atmosphere where it is scattered

by aerosol particles or hydrometeors (cloud droplets, ice crystals, rain, hail, etc.)

adding the Doppler shift Δν
D

. Afterwards, the backscattered and received signals

are optically mixed with the reference frequency ν0 and thus demodulated down to

the radio frequency Δνint +Δν
D

which can be digitized and analyzed for the Doppler

frequency shifts. This specific coherent detection scheme, where the MO and the

PO frequencies differ by Δνint, is also known as heterodyne detection and allows the

determination of the direction of the motion, too.

Power oscillator
(pulsed laser)

Master oscillator
(cw laser) Mixing optics

Transmitter &
receiver optics

Atmosphere
(Doppler shift)

Digitizing &
data processing

0+ int
+ D

0+ int+ D

0+ int

int+ D

0+ int

0

0

Figure 3.1: Principle of operation of a coherent Doppler wind lidar with heterodyne
detection. The frequency indices are 0 for the central radiation frequency, int for the
intermediate offset, and D for the Doppler shift induced by scattering from moving
particles.

During data processing the signals from different height ranges are individually

processed and the contained frequency components are determined. This is usually

done either by autocorrelation hardware (Grund et al., 2001; Law and Brewer, 2006)

or by a direct digitizing and FFT approach (Linné et al., 1999). Because the interme-

diate frequency is known, the Doppler shift, corresponding to the line-of-sight wind

speed, can be derived.
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3.4 Aerosol flux measurements with lidar

In the following it is discussed how the eddy correlation method can be applied to

the lidar data. According to Subsection 2.3.2 highly resolved measurements of the

vertical wind and of the concentration are combined in order to obtain the turbulent

vertical flux. In the case of aerosols, the turbulent transport in terms of particle num-

ber, volume, or mass is of interest. Although a lidar measurement of the particle

backscatter coefficient and of the vertical wind is almost common practice, a tradeoff

is the low temporal resolution when determining the aerosol extinction coefficient.

But the latter is very essential for the microphysical characterization of effective ra-

dius and volume concentration by inversion.

As a consequence, the method which is illustrated in Fig. 3.2 was developed for

profiling of the aerosol mass flux with eddy correlation. In the first step, the required

information on the actual lidar ratio Sp
λ0

is obtained from the Raman lidar observations

of αp
λ0

and β p
λ0

taken with a resolution of about 30–60 min, preferably under low

background light conditions after sunset. Thus trustworthy information on this input

value for the Klett method is available.

Figure 3.2: Illustration of the method for measurements of the turbulent particle flux
with lidar.

Then the N single Klett solutions with index n of the profiles of the backscat-

ter coefficient are calculated as time series
(
β p

532

)
n (z) from highly resolved 532-nm
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analog detection signals for the entire measurement period. Since the lidar ratio Sp
532

is known, the profiles of the particle backscatter coefficient can be determined with

an accuracy of 5%–10%.

For each analyzed time interval T = NΔt and each height level z the time series are

detrended and the means are removed by subtraction of the linear function

ξn(z) = ξ trend(z)n+ξ offset(z), with n = 1 . . .N, (3.15)

which was fitted to the respective time series
(
β p

532

)
n (z):

β ′
n(z) =

(
β p

532

)
n (z)−ξn(z). (3.16)

This procedure has often been used to remove low-frequency variations which arise

from features on the mesoscale that are much larger than the investigated eddies (cf.

Kiemle et al., 2007; Giez et al., 1999; Wulfmeyer, 1999). Higher-order filtering of the

time series is usually not applicable because of the short length of the time series. In

the following, β ′
n(z) are the time series of the fluctuations of the particle backscatter

coefficient at 532 nm (determined with the Klett method) for different height levels.

The vertical wind profiles wn(z), which are measured with the Doppler lidar, are

detrended accordingly and give the time series w′
n(z). Thus the primary output of the

calculation of the turbulent flux profile Fβ (z) after Eq. (2.5) and (2.7) is the covariance

Fβ (z) = β ′
n(z)w′

n(z) (3.17)

of fluctuations of vertical wind and particle backscatter.

In a second step, the multiwavelength Raman lidar observation (extinction coef-

ficients at 355 and 532 nm, backscatter coefficients at 355, 532, 1064 nm) are used

in order to retrieve microphysical particle parameters with the inversion scheme (see

Section 3.2). In this way we obtain—among other quantities—profiles of the particle

volume concentration Vd with low temporal resolution, from which the mean particle

mass concentration Md can be estimated by assuming a typical particle density ρp.

In a third step, it is assumed that the obtained relationship between β p
532 and Md

holds for the entire measurement region (middle and upper PBL), so that any change

of β p
532 with height and any fluctuations β ′

n are caused by respective changes in the
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mass concentration Md and its fluctuations m′
n. I postulate

β ′
n

β p
532

=
m′

n
Md

(3.18)

throughout the convective boundary layer and estimate the turbulent aerosol mass

flux Fp at a given height to

Fp(z) = m′
n(z)w′

n(z) =
Md

β p
532

β ′
n(z)w′

n(z). (3.19)

The basic assumption of this approach is that the conversion factor Md/β p
532 is tem-

porally and vertically constant. This, in turn, is true when the aerosol size distribution

and the particle chemical composition do not vary with time and height in the con-

vective PBL. Water uptake by particles must be negligible. This is the case when the

relative humidity does not exceed 60% throughout the PBL. The Ångström exponent

å = −
ln

(
αp

λ1
/αp

λ2

)
ln(λ1/λ2)

, (3.20)

with the observation wavelengths λ1, λ2 = 355,532 nm, is a sensitive parameter for

the aerosol properties (size distribution, chemical composition). If the Ångström

exponent is invariant, it indicates constant aerosol properties and thus a constant

Md/β p
532 ratio (O’Neill et al., 2001a,b). The value of å can be derived as a vertical pro-

file from lidar measurements of the extinction coefficient or, as a column-integrated

value, from Sun photometer measurements of the aerosol optical depth (AOD)

τλ =
∞∫

0

αp
λ (z)dz. (3.21)

For lidar measurements during daytime it is more practical to use the backscatter-

related Ångström exponent

åβ (z) = −
ln

(
β p

λ1
(z)/β p

λ2
(z)

)
ln(λ1/λ2)

, (3.22)

because profiles of the backscatter coefficient can be obtained with smaller signal-
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noise errors. Since the backscatter coefficient is also determined at 1064 nm åβ (z)
can be calculated for the wavelengths λ1, λ2 = 532,1064 nm, as well.

The conversion factor Md/β p
532 can also be expressed in terms of the mass extinc-

tion efficiency (MEE) (e.g., CCSP, 2009, p. 68). With use of the lidar ratio follows

Md =
Sp

λ0

MEEλ0

β p
λ0

. (3.23)

Several measurements and calculations of MEE have been reported (e.g., Charl-

son et al., 1968; Jennings and Pinnick, 1980; Dillner et al., 2001). Husar et al. (2000)

gives a review of MEE550nm for dry conditions. Values of 0.7 (0.5–0.8), 3.5 (2.9–4.2),

and 4.9 (3.7–6.0) m2 g−1 were found on average (range) for dust, smoke, and haze,

respectively. However, it should be noted that the MEE is highly diverse. For exam-

ple, Kinne et al. (2006) compared annual means from 20 different aerosol modules in

global modeling. The obtained values of the MEE (AOD/column-integrated aerosol

mass) are summarized in Tab. 3.1. Values from 0.5–28 m2 g−1 were found, depend-

ing on the aerosol type and the specific aerosol module. This large range of values

emphasizes the importance of local measurements of the MEE or of the conversion

factor Md/β p
532, respectively.

Table 3.1: Mass extinction efficiency at 550 nm in units of m2 g−1 of annual global av-
erages for 20 different aerosol component modules in global modeling (Kinne et al.,
2006).

Aerosol type Median Range Standard deviation/mean

Sulfate 8.5 4.2–28.3 56%

Black carbon 8.9 5.3–18.9 36%

Organic matter 5.7 3.2–9.1 26%

Mineral dust 1.0 0.46–2.05 45%

Sea salt 3.0 0.97–7.5 55%

3.5 Error analysis

As discussed in the literature (e.g., Senff et al., 1996; Giez et al., 1999; Linné et al.,

2007), ground-based flux measurements with lidar can be very erroneous because a

measurement along a laser beam in the atmosphere can never represent the complete
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three-dimensional turbulent statistics. Long averaging periods are required to cover at

least most of the turbulent spectrum. However, the atmosphere needs to be stationary

so that averaging is reasonable, which is not always the case.

Another source of uncertainty is the measurement of aerosol properties with lidar.

Errors arise from the signal detection method, which is either photon counting or

analog detection, from the receiver geometry, and from the data-analysis scheme as

already briefly discussed in Section 3.1.

In this section, an overview of the most important error sources is given. It is dis-

tinguished between random errors and systematic errors. Errors that are decreased

by averaging over an increasing number of independent measurements are random

errors. The Gaussian error propagation formula describes the relationship between

random and independent uncertainties Δxi of a variety of parameters xi that are re-

quired to compute y and its random error:

Δy =

√
∑

i

(
Δxi

∂y
∂xi

)2

. (3.24)

Calibration uncertainties, wrong assumptions during the data processing, and errors

caused by the analysis method itself contribute to the systematic error. For the case

of systematic errors the linear error propagation has to be used:

Δy = ∑
i

(
Δxi

∂y
∂xi

)
. (3.25)

3.5.1 Random errors

3.5.1.1 Sampling error

The error analysis for measurements of higher-order moments and fluxes in turbu-

lent atmospheric systems was originally examined by Lumley and Panofsky (1964).

Lenschow et al. (1994) extended the analysis and distinguished between systematic

and random errors. They define the random error of the eddy correlation technique

(also known as the sampling error) as the stochastic variation between different and

uncorrelated representations of the same finite time interval.

Usually, an atmospheric measurement consists of only one representation (a single

time series), so the sampling error cannot be calculated as the standard deviation from
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a high number of flux results for the same turbulent field. However, if theoretical

sampling was performed at many different and independent locations for a given

measurement interval with the length T , the relative standard error of all hypothetic

flux values results in (see also Giez et al., 1999)

σFβ ,samp(T )

Fβ (T )
=

{
2Λw,β

T

[
1+

σ2
wσ2

β

F2
β (T )

]}1/2

=
[

2Λw,β

T
(1+ r−2

w,β )
]1/2

, (3.26)

if the series w′
n and β ′

n follow a joint Gaussian probability distribution function. Here,

σ2
w and σ2

β are the variances of the vertical-wind and particle-backscatter time series,

respectively. Hence Eq. (3.26) allows us to calculate the relative sampling error for a

given averaging length from measured atmospheric parameters.

3.5.1.2 Random errors of aerosol and wind lidar measurements

Lidar measurements are affected by signal noise. The received photon events are

Poisson distributed. The noise contribution to w′
n and β ′

n can therefore be assumed to

be completely uncorrelated with the adjacent data points w′
n±1 and β ′

n±1. Hence the

total variance of a measured turbulent time series can be considered to be the sum of

the atmospheric variability and the instrumental random noise:

σ2
total = σ2

atmos +σ2
instr. (3.27)

On the other hand, observations during the sampling interval Δtn are correlated with

observations during adjacent signal sampling intervals Δtn±1,2,... as a result of turbu-

lence. Therefore, Eq. (3.27) allows us to separate the influence of system noise on

the measurement result. Two equivalent methods are generally used in the literature

for the deduction of σ2
instr of a time series ϕn. A third method for the determination

of noise in Doppler lidar measurements is described by Frehlich (2001).

1. The auto-covariance function Rϕϕ(l) = ϕ ′
n ϕ ′

n+l of ϕ ′
n contains the white-noise

peak at l = 0. Values of Rϕϕ(l) for l > 0 are extrapolated to l = 0. The differ-

ence between the extrapolated value at l = 0 and Rϕϕ(l = 0) = σ2
ϕ,total is then

assumed to be the random noise σ2
ϕ,instr.

2. We assume that the energy spectral density function of the time series ϕn fol-
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lows Kolmogorov’s –5/3rd law. If the function drops below the instrumental

white-noise floor of the spectrum at high frequencies, the ESD values remain

rather constant. Since the integral of the ESD function equals the total vari-

ance, the constant noise value times the largest frequency component equals

the random error σ2
ϕ,instr (see Fig. 4.3 for an example).

3. Because Doppler lidar measurements are usually averaged over several laser

shots N
L

for a single wind measurement, Frehlich (2001) suggested to derive

the time series of the wind speed wn from separated measurements of odd and

even laser pulses (N
L
/2 each). The velocity estimate is given by the mean,

wn = 0.5
(

wodd
n +weven

n

)
, (3.28)

with wodd
n and weven

n having statistically similar random errors. The total instru-

mental random error for N
L

laser shots per derived wind value is given by 0.25

of the variance of the differential time series:

σ2
w,instr =

σ2
Δw
4

, (3.29)

where the time series (Δw)n = wodd
n −weven

n and its variance σ2
Δw results from

an average of N
L
/2 laser shots.

The contribution of the noise error to a turbulent flux measured by eddy correlation

was examined by Giez (1996). For our case, the random error of the flux can be

calculated from the noise of the vertical wind and of the backscatter coefficient:

σFβ ,instr =
[

Δt
T

(
σ2

w,atmosσ
2
β ,instr +σ2

w,instrσ
2
β ,atmos

)]1/2

. (3.30)

3.5.2 Systematic errors

3.5.2.1 Flux error

The systematic error of a flux measurement ΔF is understood as the deviation of the

(theoretical) infinite ensemble average of the flux Fens from any averaged flux F(T )
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derived from (measured) finite time series of the length T (Lenschow et al., 1994):

ΔF
F

=
Fens −F(T )

F
≈ 2

Λw,β

T
, (3.31)

where Λw,β 
 T is the integral time scale of the flux. Lenschow et al. (1993) dis-

cussed difficulties in the experimental determination of the flux integral scale. How-

ever, they were able to derive an upper bound for the systematic flux error:

ΔF
F

=
Fens −F(T )

F
≤ 2

√
σ2

wσ2
β

F

√
ΛwΛβ

T
, (3.32)

with Λw, Λβ , σ2
w, and σ2

β representing the integral scales and the variances of the

vertical wind and the backscatter coefficient, respectively. These values, especially

the vertical-wind and backscatter integral scales, can be derived from measurements

with a higher certainty than the flux integral scale.

3.5.2.2 Vertical-wind-speed error

Systematic errors in the determination of the vertical wind speed with Doppler lidar

can occur in case of a non-vertical alignment of the laser beam, and hence contam-

ination from horizontal wind components, especially their fluctuations. In Subsec-

tion 4.3.2 a method to check the alignment with sufficient accuracy is presented. As

a consequence, the error can be assumed to be less than 5 cm s−1 and is therefore

negligible.

Additionally, a variable offset, or bias, can be observed in the wind data (on the

order of 20–40 cm s−1). This is mainly caused by an observable frequency chirp in the

transmitted laser pulse and its impact on the frequency estimation of the returned lidar

signal. In Subsection 4.2.4 a method to determine the chirp is applied. Experience

shows that this bias is constant over measurement periods of several hours and is

thus removed by the calculation of the fluctuation w′
n. Hence it can be stated that the

remaining error (< 5 cm s−1) is negligible for the determination of vertical fluxes.

3.5.2.3 Errors of optical lidar data

Several parameters need to be assumed for the calculation of the particle backscatter

and extinction coefficients (see Subsection 3.1.3). For the Raman method Mattis et al.
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(2004, p. 4) found that ‘the relative error of the backscatter coefficient, the extinction

coefficient, the lidar ratio, and the Ångström exponent caused by signal noise and

atmospheric input parameters are about 5%–10%, 10%–25%, 15%–30%, and 15%–

30%, respectively.’ Discussions on error sources and uncertainties in the derived

optical properties can be found in Ansmann et al. (1992); Ansmann et al. (2002);

Ferrare et al. (1998); Whiteman (2003a,b).

The signal-noise errors are clearly random, whereas the errors caused by wrong as-

sumptions of the input parameters for the Klett method are more difficult to classify.

If the true parameters of all profiles fluctuate around given mean values of Sp
λ0

and

β p
λ0

(z0), the errors of the single profiles are random. But for the data-processing

scheme (see Section 3.4 the lidar ratio and the reference value are derived from a

Raman lidar measurement in the evening for the solution of the daytime backscatter

coefficient. Thus a bias can arise from mesoscale variations between the two mea-

surements. In this context, the uncertainties are treated as systematic errors.

3.5.2.4 Errors of microphysical properties

Error treatment with the inversion scheme is not fully understood yet and still subject

of investigation (Veselovskii et al., 2002). Since averaging the solutions which re-

main after the regularization is the accepted method at the moment (see Section 3.2),

the standard deviation of the single solutions from the mean is presumed to be the

error of the inversion result. Müller (2007, p. 42) summarized the errors of his in-

vestigations. For the effective radius reff, the surface-area concentration Sd, and the

volume concentration Vd he found errors of the order of 10%–50%, depending on the

complexity of the predominant particle size distribution.

Additionally, the particle density ρpwhich is used to determine the particle mass

concentration was estimated from empirical values. Depending on the assessment of

the particle composition, an error on the order of Δρp/ρp ≈ 20% can be estimated.

Atmospheric changes between the time period of the flux measurement and the

determination of the microphysical properties can occur, too. Although special care

is taken to identify these events, it must be kept in mind that wind direction change,

modified photochemistry, varying relative humidity, and entrainment can influence

the optical-to-microphysical conversion. Under appropriate conditions this error is

estimated to be on the order of 25% or less.
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3.6 Measurement requirements

In the following the requirements for the experimental setup which follow from the

remarks above are summarized.

3.6.1 Length of the time series

The dominating uncertainty in flux measurements was found to be the sampling error

(Kiemle et al., 2007; Giez et al., 1999; Senff et al., 1994). As a first guess, let us

assume parameters for a common CBL, as it is typically observed in Leipzig. With

a CBL height of 1500 m and Eq. (2.21) the flux integral scale is estimated to 190 m

in the center of the CBL. With a horizontal wind speed of 5–8 ms−1 Λw,β is on the

order of 30 s. A typical correlation coefficient between the vertical wind and a scalar

variable is on the order of 0.2–0.3 (in case of water vapor, see Stull, 1997, p. 44).

Following Eq. (3.26) and using these initial guesses, we obtain the sampling error as:

σF,samp

Fβ
=

(33±6)
T 1/2

[s]
1/2

. (3.33)

We see that it is virtually impossible to reduce the sampling error to 10% because of

the square root of the length of the measurement interval T in the denominator. It

would require averaging times of 30 h under these conditions. The maximum length

of the measurements is of the order of 1.5 h in the CBL, because of diurnal variations.

Using that length results in a sampling error on the order of 45%.

The systematic error of incomplete sampling for flux measurements after Eq. (3.31)

and (3.32) for the assumed CBL is about 1%–7%. Therefore, it is negligible com-

pared to the sampling error for measurement periods of one hour or more in the CBL.

3.6.2 Temporal resolution

For local isotropy of turbulence, all correlations between velocity components and

any scalars vanish for frequencies of the inertial subrange of turbulence and above

(Kaimal and Finnigan, 1994, p. 36). The integral scale marks the transit from the

energy-containing part of the turbulent spectrum to the inertial subrange. Conse-

quently, the temporal spacing in the measured time series Δt must be less than Λw,β

to cover the high-frequency part in the spectrum of turbulent transport. Assuming a
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flux integral scale of 30 s on average, a measurement resolution Δt of the order of

10 s or less has to be chosen. However, Δt cannot be decreased arbitrarily because

the increased signal noise will result in higher uncertainties of the derived time series.

The minimum feasible Δt is restricted by the instrument noise for the determination

of the backscatter coefficient with the Klett method. Usually, I used Δt = 5 s.

3.6.3 Measurement accuracy of the vertical wind and the
optical lidar data

For the estimation of the required measurement accuracy let us approximate the vari-

ances of the vertical wind and the particle backscatter coefficient by 1.5 m2s−2 and

0.1 Mm−2sr−2, respectively. With the correlation coefficient rw,β = 0.25 the covari-

ance Rw,β = Fβ = w′β ′ ≈ 0.1Mm−1sr−1ms−1. With T = 5400s, Δt = 5s, and a

maximum instrumental random error σF,instr/Fβ of 5%, we derive from Eq. (3.30):

1.5 [m2s−2]σ2
β ,instr +0.1 [Mm−2sr−2]σ2

w,instr < 0.03 [Mm−2sr−2m2s−2]. (3.34)

If we balance both terms, the random errors σβ ,instr and σw,instr need to be smaller

than 0.1 Mm−1sr−1 and 0.4ms−1, respectively.

On the other hand, for the inversion with regularization the measurement accuracy

of the three particle backscatter coefficients and the two extinction coefficients need

to be on the order of 10%. Especially the determination of the extinction coefficients

demand long averaging periods because of the weak Raman signals. Up to now, the

data evaluation is a manual task and requires a lot of experience. As a consequence, a

singular measurement (about 1 h) for the determination of the microphysical particle

properties has to be used.

3.6.4 Displacement of the sensors

The eddy correlation method requires the measurement of both investigated quantities

in the same volume. Two different lidar systems are usually separated by several

meters. The influence of horizontal sensor displacement on eddy flux measurements

was investigated by Lee and Black (1994). Later Kristensen et al. (1997) derived

a more ‘practical’ equation for the determination of the flux losses due to sensor
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displacement. Then they verified their findings by experiments. For an idealized

cospectrum at the height z and with the horizontal displacement D they derived:

FD ≈ F0

[
1−3.0B

( |D|
z

)4/3
]

, (3.35)

where FD is the flux measured with a sensor displacement in contrast to the flux F0

measured with no displacement. B is a stability parameter. The authors do not specify

B, but for a range of 0.2 < B < 1.5 their experimental findings can be re-evaluated.

Using a |D|/z ratio of 0.025 (10 m sensor displacement and a height of 400 m), flux

losses from 0.5%–3% are found. From this examination we see that the displacement

of the lidar systems can be several meters without affecting the flux measurement

significantly. However, both lidar beams must be vertically aligned—the wind lidar

for exact vertical wind measurements and the Raman lidar to measure the particle

backscatter coefficient in the same volume.

3.6.5 Relative humidity

The method which was proposed in Section 3.4 requires the absence of hygroscopic

growth. During the ascent of air in the CBL the temperature usually decreases and

thus the relative humidity increases. Therefore, the relative humidity at the top of the

CBL should not exceed a certain maximum.

The effect of water vapor on the optical aerosol properties has been studied by

different authors (e.g., MacKinnon, 1969; Hänel, 1976; Wulfmeyer and Feingold,

2000). A diversity of results arises mainly from different aerosol types (ammonium

sulfate, dust, sea salt, and various mixtures). With water uptake the mixing state, and

thus the complex refractive index, the morphology, the chemistry, and the surface

tension of the aerosol can vary significantly.

Hänel (1976) studied the humidity dependence of the particle extinction coefficient

of six different aerosol types (given on p. 114) in detail. For the aerosol particles mea-

sured at 1000 m height above sea level on top of Hohenpeißenberg, Germany, 1970,

he found (Table XIII) a ratio of αp
70%r.h./αp

dry = 1.10 at 550 nm wavelength. For ur-

ban aerosol at Mainz, Germany, 1970, the same increase of the extinction coefficient

of 10% was reached for 60% r.h. already.
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More recently, Wulfmeyer and Feingold (2000) investigated the increase of the

backscatter coefficient due to hygroscopic particle growth from measurements with

DIAL below boundary-layer cumulus clouds. They found significant increases of β p

only above 75% r.h. at a wavelength of 720 nm. In comparison with model calcula-

tions the authors suggest that they primarily observed a mixture of ammonium sulfate

and dust.

Let the allowable systematic error of the backscatter coefficient because of hy-

groscopic growth be about 10%. It can be concluded from the above findings that

the r.h. must not exceed 60%–70% within the measurement regime. Radiosoundings

are used to find whether the entire CBL is dry enough. If this is not the case, the

measurements have to be limited to altitudes with the appropriate humidity.
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lidars

The Raman and the Doppler lidar systems, which were used for the aerosol flux

measurements, are introduced in this chapter. The aerosol Raman lidar MARTHA

(Multiwavelength Atmospheric Raman lidar for Temperature, Humidity, and Aerosol

profiling) of the IfT is one of the most powerful lidars of EARLINET (Mattis et al.,

2004; Mattis et al., 2008). It is described in Section 4.1. An analog detection chan-

nel at 532 nm was required and implemented within this work. This extra channel

allows the determination of the backscatter coefficient with a temporal resolution of

5 s which is needed for turbulent-flux measurements.

The coherent Doppler wind lidar (WiLi) has been designed in the scope of a

PhD work at IfT (Žeromskis et al., 2004). Further developments were needed for

aerosol flux measurements. The apparatus and the improvements are presented in

Section 4.2.

The final part of this chapter deals with the experimental setup of both systems for

eddy-correlation measurements. This application requires a synchronous dataset of

two variables that are measured within the same volume and at the same time grid.

4.1 Aerosol Raman lidar MARTHA

4.1.1 System summary

The aerosol properties used in this work, i.e., the highly temporally resolved profiles

of the backscatter coefficients and the multiwavelength optical aerosol information,

were measured with the IfT’s three-wavelength Raman lidar MARTHA. The Raman

lidar contains a Nd:YAG laser which emits radiation at 355, 532, and 1064 nm. Be-

sides the three elastic-backscatter signals (at 532 nm additionally with polarization

discrimination), vibration-rotation Raman signals of nitrogen at 387 and 607 nm and
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of water vapor at 408 nm and two rotational Raman signals at 532 nm are observed.

From these nine return signals, profiles of particle backscatter coefficients at 355,

532, and 1064 nm, of particle extinction coefficients at 355 and 532 nm, of the parti-

cle depolarization ratio, of the water-vapor mixing ratio, and of the temperature are

determined. Details of the Raman lidar setup can be found in Mattis et al. (2002);

Ansmann and Müller (2005). In recent years, several measurement capabilities have

been added to the system. Especially useful for the studies of the PBL is a 0.1-m

near-range telescope, which is used alternately to the 1-m far-range telescope for ob-

servations between 0.1 and 1.5 km height. With the large telescope, the measurement

range starts at about 800 m. Figure 4.1 and Table 4.1 summarize the system setup and

the parameters.

Figure 4.1: Raman lidar setup. Left: schematic representation of the components.
Right: enlargement of the beam-separation unit with all receiver channels. The 532-
nm analog channel points vertically off the optical table. BS - beam splitter, FPI -
Fabry-Pérot interferometer, IF - interference filter, L - lens, M - mirror, NRT - near-
range telescope, OF - optical fiber, P - polarizing BS, QP - quartz plate.

4.1.2 Implementation of the analog channel

The signals of the Raman lidar MARTHA were exclusively detected with PMTs (pho-

tomultiplier tubes) which are operated in single-photon-counting mode. It has been

shown in the past that photon-counting is the best choice for lidar signal detection

due to its linear behavior over up to six orders of magnitude of signal dynamics after

an adequate time of integration. However, a major disadvantage for turbulent aerosol
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Table 4.1: Fundamental system parameters of the Raman lidar MARTHA. Details of
the system can be found in Mattis (2002). FR - far range, NR - near range.

Transmitter

Laser Quanta Ray GCR 290-30 Hz

Wavelengths (energy) 1064 nm (500 mJ), 532 nm (400 mJ), 355 nm (200 mJ)

Beam expansion to 15 cm with an achromatic refractive telescope

Beam divergence 0.1 mrad

Receiver

Telescopes 1-m Cassegrain (FR), effective focal length = 10 m

10-cm parabolic mirror with fiber at focal point (NR),

focal length = 0.3 m

Field of view 0.4 mrad (FR), 3.3 mrad (NR)

Detection channels 355, 387, 408, 607, and 1064 nm: total

532 nm: total, cross-polarized, 2 × rotational, analog

Data acquisition

9 × photon counting height resolution 15–60 m

1 × analog height resolution 7.5 m

flux measurements is the low temporal resolution. At the cost of the linearity an ana-

log detection channel at 532 nm has been added, which is operated in parallel to the

nine photon-counting detection channels and provides aerosol backscatter data with

higher spatial and temporal resolution. Special care is needed when evaluating data

from this channel. The main problem was the background correction of the signal

because the dynamic range of the data acquisition does not cover the background and

the signal maximum adequately. Additionally, oscillations in the data acquisition line

that drop the signal below the background in the far-range bins could be observed.

For these reasons data-product comparison with the photon-counting channels are

needed.

Since in the 532-nm photon-counting channel of MARTHA neutral-density (ND)

filters with an optical depth (OD) of 4 were utilized for signal reduction to the single-

photon regime, most of the collected light could be used for the implementation of

an analog channel. Thus the major portion of light is reflected out of the path with

a beamsplitter (reflecting ND filter of OD = 2). As in the 532-nm photon-counting

channel an interference filter at 532.075 nm with a bandwidth of 1.0 nm (Barr As-

sociates) is used for out-of-band background suppression in the analog channel. A

planoconvex lens with 100 mm focal length is used to focus the light onto a PMT
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module (Hamamatsu H6780-01). The current generated by this PMT module is fed

into a transimpedance amplifier (HCA-20M-100K-C, FEMTO Messtechnik GmbH,

Berlin) which converts the signal by 105 V A−1 with a 3-dB bandwidth of 20 MHz.

Data acquisition is done with a 12-bit analog-to-digital conversion card (NuDAQ,

PCI-9812, ADLINK Technology Inc.). The card performs 20 MSamples s−1 which

results in a height resolution of 7.5 m. An acquisition software has been developed

within this work in order to accumulate the analog lidar return transients from several

laser shots. The time resolution of the data acquisition was set to 5 s (see Section 3.6).

A major attribute of this software is the possibility of temporal synchronization with

other instruments. This requirement was realized by a main time loop which has been

implemented within the software. It interrupts the accumulation routine on a 5-s time

grid fixed to the system clock, e.g., at :00 s, :05 s, :10 s, etc. For easy post-processing

purposes the acquired dataset is directly written into a NetCDF file (Rew and Davis,

1990).

4.1.3 Error determination from an example measurement

Data from a measurement with the analog channel and the near-range telescope are

shown in Fig. 4.2 and are compared to the results of the respective photon-counting

channel at 532 nm. The measurement was taken on 12 September 2006, 1930–

2000 UTC. The data of the analog channel (7.5 m height resolution) were linearly

interpolated to the heights of the data points of the photon-counting channel, which

had a height resolution of 15 m. The background-corrected signal from the analog

channel was scaled to the photon-counting signal at around 2 km height. Both sig-

nals agree remarkably well for this case even in the background region at 13–15 km

height. The deviation of the two signals is shown as (signalpc − signalanalog)/signalpc

in the center of Fig. 4.2. The deviation remains on average within ±5%. However,

this small difference affects the Klett solution of the backscatter coefficient, which

was derived with the assumption of a constant aerosol lidar ratio of 70 sr. For com-

parison the Raman solution from the photon-counting signal is also shown. The pro-

file derived from the analog signal tends to be skewed around the vertical resulting

in too small values within the PBL. However, the systematic error of the backscatter

coefficient for these cases is estimated to be about 5%.

The noise error can be determined from the measured data itself. Figure 4.3 shows
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Figure 4.2: Comparison of the analog with the photon-counting channel at 532 nm.
The measurement was taken with the near-range telescope on 12 September 2006,
1930–2000 UTC. Left: averaged background-corrected signals. Middle: normalized
deviation of both signals. Right: corresponding backscatter coefficient at 532 nm.

a time series of the backscatter coefficient (Klett method) measured with the 532-nm

analog channel. The fluctuations between clean free-tropospheric air and polluted

boundary-layer air range from 0.2 to 2.3 Mm−1sr−1. Additionally, the variance spec-

trum was calculated from the time series. It shows the ν−5/3 slope that is expected

from the turbulence theory. At high frequencies the instrumental noise becomes visi-

ble as a constant noise level. Since the total area of ESD is normalized to the variance

of the time series itself the area under the noise level equals the random error variance.

From this figure we see that the expected random error of the backscatter coefficient

time series is of the order of σinstr,β = 0.12 Mm−1sr−1.

4.2 Doppler lidar WiLi

The current system setup of IfT’s coherent Doppler wind lidar (WiLi) is discussed

in the following. Early system developments of the lasers, the transceiving optics,

and the data processing scheme were part of a previous PhD work and two diploma

theses (Žeromskis, 2009; Engelmann, 2003; Rhone, 2004).
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Figure 4.3: Random error determination for the measurements of the backscatter co-
efficient. Left: time series of β from 13 September 2006 at 900 m height. Right: the
normalized ESD shows the expected –5/3rd slope and the transition to constant val-
ues at high frequencies. The shaded area is the noise floor variance.

At the beginning of this work the system was set up in a 20-feet sea container

equipped with an air condition that keeps the temperature stable to ±1 K. In this way,

easy operation during several measurement campaigns could be achieved (SAMUM-

2, COPS, AVEC, LAUNCH-20051). Additionally, a full-hemispherical scanner (de-

veloped at the National Center for Atmospheric Research, Boulder, USA) with a

free aperture of 160 mm was mounted on the container roof and is used for three-

dimensional wind measurements. In this beam-steering unit (BSU) two mirrors are

used to turn the beam around the azimuth and the elevation axis, respectively. Con-

ical scans allow the determination of the horizontal wind speed using the Vertical

Azimuth Display (VAD) technique (Henderson et al., 2005).

In the first part of this section the current optical setup is described. Then it is

shown, how the characteristics of the laser pulse from the power oscillator have been

determined. Furthermore, a redesign of the data acquisition software was necessary

in order to perform wind and aerosol flux measurements. Thus the design of the

newly developed software is illustrated. This is followed by explanations of the data

post-processing procedure and eventually the wind-speed determination.

1International Lindenberg campaign for assessment of humidity and cloud profiling systems and its

impact on high-resolution modeling, Germany, August–October, 2005
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Figure 4.4: Coherent Doppler lidar system deployed in the SAMUM-2 experiment at
Praia Airport, Cap Verde. Top: container with its beam-steering unit on top (photo-
graph by J. Fruntke, 2008). Bottom: setup of the optical benches inside.
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4.2.1 Optical system setup

The optical setup of the coherent Doppler wind lidar is shown in Fig. 4.5 (Žeromskis

et al., 2003, 2004; Engelmann et al., 2008). It is realized on two optical tables which

are put on top of each other within one mechanical frame (see Fig. 4.4, bottom). The

laser system is assembled on the lower level. It consists of a continuous-wave (cw)

laser referred to as the master oscillator (MO) and a pulsed laser also called the power

oscillator (PO). The transceiving and mixing optics are arranged on the upper level.

Figure 4.5: Optical setup of the 2-μm coherent Doppler wind lidar. AOM - acousto-
optical modulator, BS - beam splitter, LD - laser diode, OC - output coupler, OI -
optical isolator, PA - piezo actuator, PM - phase modulator.
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The master oscillator is a cw single-frequency near-hemispherical laser. The active

medium is a LuAG (lutetium aluminum garnet) crystal of 3 mm length doped with

3% Thulium. One end of the crystal has a high-reflection coating for 2022 nm and

serves as a resonator mirror, the other end is anti-reflection coated. The crystal is

pumped from one end with 785-nm radiation of a fiber-coupled cw laser diode. This

pump diode delivers a maximum power of 2.5 W. Single-mode operation is achieved

by the use of two etalons, an uncoated one of 90 μm thickness and a coated one of

250 μm thickness with a reflectivity of 30%. By tilting the etalons, laser operation

at 2021.8 or 2022.55 nm is possible. These wavelengths correspond to minima of

the atmospheric absorption spectrum in the spectral range of laser operation. The

Brewster plate in the MO maintains linearly polarized laser emission. With an output

coupling mirror of 99% reflectivity and a curvature radius of 10 cm a laser power

of 25 mW in single-mode operation is achieved. The master oscillator is thermally

isolated, and the temperature within the housing is stabilized to less than 0.1 K. A

single-longitudinal mode drift of about 300 MHz per hour was observed during long-

term measurements with a scanning Fabry-Pérot interferometer.

A lens behind the master oscillator is used to collimate the laser beam to a diver-

gence of about 0.7 mrad. The output radiation of the master oscillator is divided into

two pathways, one for injection seeding of the power oscillator and the other one for

the heterodyne detection unit. Back reflection from the power oscillator to the master

oscillator is prevented by the use of two optical isolators within the injection-seeding

path.

For the power oscillator a design similar to the High Resolution Doppler Lidar

(HRDL) system (Grund et al., 2001; Wulfmeyer et al., 2000) was chosen. The ac-

tive medium is again a LuAG crystal doped with 3% Tm. The crystal length is

12 mm. The laser is L-shaped to allow longitudinal pumping of the crystal from

both sides with two cw fiber-coupled laser diodes. Each diode delivers a maximum

output power of 30 W. Two quarter-wave plates near the crystal are inserted to pre-

vent spatial hole burning. Q-switched pulse operation is obtained with an 80-MHz

acousto-optical modulator, which is also used for injection seeding with the MO radi-

ation and frequency-offset generation. Usually, the laser runs with a pulse repetition

frequency (PRF) of 750 Hz at which a pulse energy of 1.5 mJ is achieved. Longitu-

dinal cavity adjustment and stabilization is based on the Pound-Drever-Hall method

(Wulfmeyer et al., 2000). A piezo actuator (PA) at the cavity end mirror, a phase mod-
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ulator, which modulates ±40 MHz side lobe frequencies on the seeding laser beam,

and two detectors are therefore required. An electronic circuit, which was originally

developed for HRDL, scans the cavity length by the use of the PA until a peak is

observed at the resonance detector. An error signal, which has a zero-crossing point

at the resonance length of the cavity, is generated with the help of the error-signal

detector and a demodulation circuit. After finding the resonance the electronics uses

the error signal for exact frequency stabilization of the power oscillator to the master

oscillator before each laser pulse. In general, a total frequency stabilization to about

±1 MHz has been achieved.

In the transceiving optics a Glan-Taylor polarizer and a quarter-wave plate are

inserted in order to use an off-axis Mersenne telescope, an afocal system of two

parabolic mirrors, for expanding and transmitting the laser beam as well as for re-

ceiving the atmospheric backscattered radiation. The received signal is directed to

a wavelength-extended 75-μm InGaAs detector (Sensors Unlimited Inc.) and op-

tically heterodyned with the reference radiation from the master oscillator (Engel-

mann, 2003). A low-noise 200-MHz transimpedance amplifier (HCA-200M-20K-C,

FEMTO Messtechnik GmbH, Berlin) behind the photodetector is used to convert the

current which is generated in the detector by 20 kV A−1. The amplified signal and

a frequency-offset monitor signal are connected to a high-frequency switch to toggle

both signals. In this way, the monitor signal is switched into the signal line during

laser pulsing and both signals can be measured with one data acquisition system.

4.2.2 Laser pulse characterization

The laser pulse does not always oscillate at the exact intermediate frequency ν0 +
Δνint given by the injection seeding. Vibrations and also the Pound-Drever-Hall fre-

quency stabilization itself always affect the laser cavity. Therefore, it is necessary

to have a continuous frequency calibration in the Doppler spectra. The monitor sig-

nal in the signal-detection chain allows a pulse-to-pulse characterization of the laser

frequency and thus frequency correction for the spectra of the acquired atmospheric

signals. Figure 4.6 shows an example of a single heterodyne monitor pulse at the

frequency-offset detector (see Fig. 4.5). As suggested by Frehlich et al. (1994) a

model M(t) can be used to describe the beating signal from the transmitted laser

pulse. Linné et al. (1999, personal communication) added several more parameters
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for a better fitting behavior:

M(t) = A0 exp

[
− (t − t0)2

2[τ
L
+Aasym(t − t0)]2

]
cos

[
2πΔνintt +πAchirp(t − t0)2 +φ

]

+ Add exp

[
− (t − t0)2[

τ
L
+Aasym(t − t0)

]2

]
+Atrend(t − t0)+Aoffset, (4.1)

where A0, t0, τ
L
, and φ are the amplitude, the time origin at the pulse maximum, the

pulse width, and the phase of the pulse, respectively. Aasym and Achirp are parameters

to describe the asymmetry and the chirp (frequency drift within a single pulse) of the

Q-switched laser output, respectively. Additional parameters which originate from

the electronic behavior of the low-pass filter after the detector and the transimpedance

amplifier are described by Add, Atrend, and Aoffset. These values correspond to an

unfiltered direct-detection portion of the signal, a linear trend, and a constant offset

level, respectively.

About 500 acquired monitor-pulse laser signals were fitted to the model. The de-

rived key parameters of Δνint, τ
L
, and Achirp are given in Tab. 4.2, supplementing the

main system parameters of the Doppler wind lidar. The results show a frequency

stability of the pulse laser of nearly 1 MHz. The pulse length τ
L
results to 450±30 ns,

which is half the width at 60% per definition from the model. The asymmetry param-

eter was found to be 0.16±0.04. The chirp of the laser is 950±60 kHz μs−1. Thus

it must keep in mind that backscattering from the tail of the laser pulse can falsify

the retrieved wind data, especially in regions with a strong gradient in the backscatter

coefficient, e.g., at cloud bases (e.g., Grund et al., 2001).

4.2.3 Data acquisition software

Data acquisition is performed with an 8-bit digitizer PC card (PDA1000, FAST

ComTec GmbH) the sampling rate of which is set to 250 MSamples s−1. A real-time

processing software is used to accumulate data from several laser shots to increase

the signal-to-noise ratio (SNR). Because of incoherent scattering from atmospheric

aerosol the heterodyne beating signals are phase independent and thus cannot be ac-

cumulated directly. The idea of single-shot data acquisition was neglected because of

the tremendous amount of generated data. Assuming a pulse repetition frequency

of 750 Hz and a maximum height range of 15 km, approximately 20 MB of raw
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Figure 4.6: Beating signal of the laser monitor pulse (light) and the fit result (dark)
from the model Eq. (4.1). Left: complete pulse shape. Right: enlargement of 0.1 μs
time scale.

Table 4.2: Specifications of the components of the Doppler wind lidar

Master Oscillator

Laser crystal Tm:LuAG

Design near-

hemispherical

Wavelength 2022.5 nm

Power 25 mW

Power Oscillator

Laser crystal Tm:LuAG

Design L-shaped

Pulse energy 1.5 mJ

PRF 750 Hz

Frequency offset 80 MHz

Frequency stability ±1 MHz

Pulse duration 450 ns

Chirp 0.95 MHz μs−1

Transceiver

Type off-axis Mersenne

Free aperture 140 mm

Photodetector InGaAs PIN diode

75 μm diameter

Data Acquisition

Preamplifier 20 kV A−1, 200 MHz

Digitizer 8 bit, 250 MSamples s−1

PCI card

Computer dual 2.8-GHz CPU

Data processing up to 15 km with

1 kHz PRF and

75 m resolution
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data would be generated per second. Observations over 24 hours would be almost

impossible on this basis. An approach to overcome this problem is the immediate

calculation of the power spectra with FFT (Holger Linné, personal communication).

This eliminates the phase information from the beating signal and allows direct spec-

trum averaging. The calculations have to be done separately for every height range

to maintain the height resolution in the averaged data. Because of the related high

computational costs a fast hardware and a special software design are required.

A double 2.8-GHz processor computer (Intel XEON®) which supports the Hyper-

Threading technology was selected for this task.2 In this configuration the computer

virtually uses four Central Processing Units (CPUs). Based on the first software

implementations for Windows®XP from Rhone (2004) and with helpful suggestions

from Linné and Bösenberg (1998) the design was further improved.

A simplified design of the new software sequence is sketched in Fig. 4.7. The main

control loop starts the data-acquisition (DAQ) thread and four FFT threads that run

on the different CPUs. In this way, the computationally intensive FFT calculations

from the data of the last laser shot can be performed at the same time as the data

acquisition of the current laser shot. A time-loop-master thread is used to interrupt

the control loop on a fixed time grid whenever one accumulation cycle is over.

The DAQ thread starts a DMA (Direct Memory Access) buffered digitizing se-

quence which acquires the data directly and without CPU usage to a DMA buffer.

Afterwards, the frequency from the laser monitor pulse is determined by a single

FFT and the thread is flagged as finished.

The four FFT threads are used to calculate the power spectra from the previous

data. Therefore, chunks of 250 points corresponding to 1 μs are selected. After ap-

plying a Blackman–Harris (–74 dB) window used for side-lobe and leakage mini-

mization (Harris, 1978; Nuttall, 1981) and zero padding of six points, a 256-point

FFT is performed. FFTW (Frigo and Johnson, 2005) was the library of choice here

because it is one of the most efficient libraries available that were designed for calcu-

lations on various machines. Thus easy computer replacement is possible in case of a

hardware failure. In the following, the resulting power spectra of the acquired data are

accumulated with respect to the previously calculated monitor frequency offset. This

process is repeated for all height intervals which are approximately 200 interleaved

2This computer was recently replaced by a server computer including a single quad-core Intel

XEON® processor and a RAID hard-drive solution.
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Figure 4.7: Data accumulation scheme of wind lidar acquisition software.

(half-overlapping) bins. Neglecting strong gradients in the backscatter coefficient the

spatial resolution is 75 m. This results from the window function that suppresses the

signals from the outer range of the particular bin.

After returning from the five started threads, the main control loop copies the ac-

quired and DMA-buffered data to a second data field in the memory for the next

calculation loop. If a SaveEvent occurs after a certain accumulation time, the power

spectra are saved to a NetCDF file. This efficient software design allows laser rep-

etition rates of up to 1000 Hz, while calculating and accumulating about 200 height

bins of power spectra per laser shot.

4.2.4 Peak finding and wind determination

It was found that 5-s temporal averaging, which corresponds to about 3500 laser

shots, is sufficient to obtain well analyzable spectra for data collection within the

PBL and mid-level clouds. The data acquisition software saves power spectra which

contain 128 points and represent the frequency range up to 125 MHz, i.e., the fre-

quency bins are spaced by about 1 MHz. With Eq. (3.14) and the laser wavelength of

2 μm the spacing of the frequency bins corresponds to a wind speed of 1 ms−1.

The peak estimation in the spectra and hence line-of-sight wind speed determina-
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tion is performed after the respective measurement by a center-of-gravity approach

(H. Linné 2005, personal communication; Rhone 2004). First of all, the background

of the spectra is removed by subtracting a spectrum measured at large heights where

the lidar signal is not affected by atmospheric backscattering. The subsequent peak-

finding procedure is illustrated in Fig. 4.8. Starting from the maximum bin S0(ν0) of

the original spectrum S(νi), the center of gravity νcog is calculated by

νcog =

4

∑
i=−4

νiS(νi)

4

∑
i=−4

νi

. (4.2)

The value νcog is not necessarily the natural center of gravity of S(νi), especially if

the spectrum is not centered to the discontinuous frequency bins νi. For this reason, a

linear interpolation S′(ν ′
i ) of the original spectrum to new values ν ′

i that are centered

around νcog is performed. A repeated calculation of the center of gravity

ν ′
cog =

3

∑
i=−3

ν ′
i S

′(ν ′
i )

3

∑
i=−3

ν ′
i

(4.3)

results in a more precise estimation of the spectral peak at ν ′
cog. Simulations have

shown an improvement of 10%–25% compared to the peak estimation νcog [Eq. (4.2)]

for spectra with realistic SNR. For such spectral peaks the accuracy (one standard

deviation) of the derived frequency is about 60–80 kHz, which results in 6–8 cm s−1

wind-speed resolution, respectively. An additional iterative cycle is possible, but it

was found that it does not increase the precision in a meaningful manner.

4.3 Experimental setup

4.3.1 Synchronization and coherence of the datasets

For the measurements, WiLi was set up next to the stationary three-wavelength Ra-

man lidar MARTHA at the IfT site in Leipzig. The horizontal distance between the

two lidar beams was about 8 m. Hence the bias in the flux measurements introduced
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Figure 4.8: Peak estimation from the Doppler lidar spectra S(νi) by center-of-gravity
(cog) calculation. Because of the discontinuous frequency bins in the power spectrum
an iterative calculation is applied. The original spectral series is interpolated to a
new series S′(ν ′

i ) which is centered at νcog, the center of gravity from S(νi). The index
0 corresponds to the maximum of the respective series.

by this lateral displacement is negligible for observations in the middle and upper

PBL (see Subsection 3.6.4).

Temporal synchronization of both sensors is a major concern for eddy-correlation

measurements. Thus the data-acquisition computers of the two systems were syn-

chronized every 15 min via an internet-based time-server software (Dimension 4

v5.03). Data were stored on a fixed time grid every 5 s. The vertical resolution of

the 532-nm analog channel of the Raman lidar was 7.5 m (see p. 50). Depending on

the respective measurement setup the photon-counting data acquisition of the three-

wavelength Raman lidar was set to 15 m resolution for the near-range telescope and

60 m for the far-range telescope, respectively. The height resolution of the wind lidar

was 75 m.

The covered height range starts at about 400 m and typically reaches up to the top

of the PBL. The range is limited by the Doppler wind lidar measurements. At lower

3URL: http://www.thinkman.com/dimension4/index.htm, 19 August 2008
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heights scattered light from the transmitted laser pulse overloads the signal detection.

Above the PBL, the aerosol content usually is too low to produce a sufficiently strong

backscatter signal for coherent detection.

4.3.2 Vertical beam alignment by use of specular
reflections from ice crystals

For measurements of vertical winds in the PBL it is very essential that the laser

beam is vertically aligned, because the horizontal wind components are usually much

larger. Assuming a horizontal wind speed of 10 ms−1 and measuring at 1 degree off-

zenith one already obtains systematic errors on the order of 20 cm s−1. The beam

direction is adjusted with the folding mirror on the upper level of the Doppler lidar

(see Fig. 4.5). For the alignment, a horizontally mounted back-reflecting mirror was

installed behind the folding mirror in the laser beam path, which could be accurately

aligned in the horizontal plane by a 0.1-mm/m water level. Then the folding mirror

was adjusted until the back reflections were co-aligned with the transmitted beam

direction. Thus a vertical alignment accuracy before the scanning unit of less than

1 mrad could be easily achieved.

However, the last optical element is the BSU on top of the container. The alignment

and the accuracy of the BSU pointing stability in particular could be checked by

ROTZ (rocking over the zenith) measurements (e.g., Thomas et al., 1990). I made

use of specular reflections from large ice crystals in the virgae of altocumulus and

cirrus clouds. These crystals orient themselves remarkably well in the horizontal

direction because of their aerodynamic drag. The resulting backscattering from the

specular reflections is larger by a factor of 10 or more than regular backscattering

from ice crystals. Hence the lidar beam was rocked over the zenith with the BSU on

the container roof.

During autumn and winter 2006 several of these measurements were carried out

to study the angular dependence of specular reflections from cirrus clouds (Seifert

et al., 2008). Figure 4.9 shows such an example measurement. On 10 October 2006

continuous zenith scans from –2. . . 2° in steps of 0.2° were performed. For the for-

ward direction (blue line) the azimuth angle of the scanner was set to 0° whereas it

was set to 90° for the backward direction (orange line). The integration time for each

angle was 5 s. As expected, the lidar return signal within the PBL (< 1.1 km height)
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and also in some free-tropospheric aerosol layers (1.5–3 km) is independent of the

scanning angle. In contrast, the ice-cloud virgae above 6.5 km show a backscattering

which is strongly dependent on the zenith angle. It can be proved with these mea-

surements that the accuracy of vertical alignment of the Doppler lidar beam behind

the scanning unit is on the order of 0.2°, which is sufficient for measurements of the

vertical turbulent flux.
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Figure 4.9: Rock-over-the-zenith scan with the Doppler lidar on 10 October 2006 in
Leipzig. Top: zenith angle (blue - 0°, orange - 90° azimuth). Bottom: logarithm of
the SNR of the spectral peak. A detailed discussion of these measurements is found
in Seifert et al. (2008).
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The data for my investigations were taken at IfT which is located in the eastern sub-

urbs of Leipzig. The city and its surroundings are affected by flat terrain in the

Leipzig basin. About 90 km to the southeast the Erzgebirge (Ore Mountains) and in

approximately the same distance to the northwest the Harz Mountains are located.

In 2006 and early 2007 intensive measurements with the wind lidar were performed

at IfT whenever permitted by the weather conditions. Sixty-five measurements with

the wind lidar were taken in 2006 and seven more observations in 2007. Sixty of

them were exclusively measurements of vertical winds with high temporal resolu-

tion. These measurements were conducted to characterize the convective behavior of

the PBL during the main seasons (spring, summer) of thermally driven turbulence.

This dataset has been analyzed in a diploma work (Fruntke, 2009). Combined mea-

surements with the Raman lidar MARTHA were performed less frequently, because

they require much higher operating expenses. However, 16 combined datasets could

be collected. A summary of all measurements is given in Fig. 5.1. Further measure-

ments (indicated by grey color) mainly deal with ROTZ cirrus observations.

In the following sections, the golden days (yellow in Fig. 5.1) are discussed in

detail. I selected two dry PBL developments, which were dominated by convection,

to study the vertical exchange of aerosol mass in detail. Afterwards, five further

measurement cases of vertical flux measurements are presented and compared. In

the conclusion of this chapter the measured profiles of the aerosol mass fluxes are

summarized by a standardized representation. Lastly, a discussion of the method is

given.

5.1 Case study of 12 September 2006

The first data set that was investigated extensively by the application of the eddy

correlation method for aerosol flux measurements was taken on 12 September 2006.
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golden day combined, CBL cloud free vertical wind only othercombined, CBL with cumulus

Figure 5.1: Data overview of all measurements taken during the intensive measure-
ment period in 2006 and 2007.

This day was chosen as a golden day for two reasons. On the one hand, the rela-

tive humidity in the PBL was extremely low which means that aerosol hygroscopic

growth is negligible. On the other hand, it can clearly be stated that the air mass did

not change during the measurement period. Advection-related aerosol concentration

changes were rather small.

5.1.1 Synoptic situation

Figure 5.2 shows the synoptic situation on 12 September 2006 in a surface plot from

Deutscher Wetterdienst (DWD). The meteorological conditions were remarkably sta-

tionary from 11 to 13 September due to the influence of a blocking high-pressure

system over the Baltic states and Belarus. Minimum temperatures of 8 ◦C (±0.2 ◦C)

in the morning and maximum temperatures of 26 °C (±0.2 °C) in the afternoon were

observed on each of the three days. Formation of boundary-layer clouds did not oc-

cur during these days. Relative humidities at ground level were about 30% in the late

afternoon.

Figure 5.3 shows profiles of temperature, potential temperature, relative humidity,

and water-vapor mixing ratio obtained with radiosondes (Vaisala RS80) launched at

the IfT site around 0700 and 1400 UTC. The stable layering in the morning evolved

to well-mixed conditions up to 1100 m at 1400–1600 UTC which is indicated by the

constant water-vapor mixing ratio and the potential temperature from the surface up
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5.1 CASE STUDY OF 12 SEPTEMBER 2006

Figure 5.2: Surface (sea level) weather map of 12 September 2006, 12 UTC analysis,
provided by Deutscher Wetterdienst and www.wetter3.de (download 6 Sep 2008). The
lidar site is marked.
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Figure 5.3: 12 September 2006: temperature (Θ), potential temperature (Θp), rela-
tive humidity (r.h.), and water-vapor mixing ratio obtained with collocated radioson-
des launched at the lidar site at 0700 and 1400 UTC. The 1200-UTC GDAS reanal-
ysis of the horizontal wind is shown, too (http://www.arl.noaa.gov/READYamet.php).
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to the entrainment zone. The relative humidity was less than 40% throughout the en-

tire PBL in the afternoon. Therefore, hygroscopic particle growth can be neglected in

the further investigations. Additionally, a GDAS (Global Data Assimilation System)

model reanalysis for the horizontal wind at 1200 UTC shows that southeasterly winds

of 3–5 ms−1 dominated in the PBL.

Backward ensemble trajectories for 72 hours were computed with the Hybrid Sin-

gle Particle Lagrangian Integrated Trajectory Model (HYSPLIT) and are presented

in Fig. 5.4 (Draxler and Hess, 1998). They show that the air masses within the PBL

originated mainly from the southeast, i.e. the Czech Republic, Austria, and Hungary.
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Figure 5.4: 72-h backward ensemble trajectories for Leipzig calculated with
HYSPLIT. The heights of arrival are surface, 500, and 1500 m agl (pressure lev-
els: 996, 942, and 838 hPa).
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5.1 CASE STUDY OF 12 SEPTEMBER 2006

5.1.2 Lidar measurements

The IfT Raman lidar MARTHA and the Doppler wind lidar were used to measure co-

herent datasets of aerosol backscatter and vertical wind speed during daytime. Mea-

surements from MARTHA were taken with the near-range telescope. The measure-

ment with the Raman lidar was extended until nighttime to obtain accurate data for

the characterization of microphysical aerosol properties. The far-range telescope was

also used at nighttime to obtain reasonable reference values needed for near-range

data calibration.

Figure 5.5 presents the PBL development during daytime between 0930 and 1730

UTC (1030 and 1830 local time, Central European Time). Additionally, the 1-hour

averaged Raman solutions for the particle backscatter coefficient at 532 nm are plot-

ted. In the morning the highest aerosol concentration is below 400 m. The turbulent

mixing-layer height grows during the day to about 1200 m at 1600 UTC. Within the

mixing layer the backscatter coefficient remains virtually constant. Calm conditions

in the morning and evening hours can be observed in the vertical wind speeds, as well

as the development of convective plumes during daytime. Thermal updraft regions

(yellow and red) can be clearly distinguished from downward mixing processes (dark

green). The highest velocities of thermals occur between 1230 and 1430 UTC. Addi-

tionally, the range-corrected signal of the 532-nm analog channel in the Raman lidar

and the vertical wind speed show very good correlations indicating positive aerosol

flux values.

From the evening measurements taken on 12 September 2006 profiles of particle

backscatter coefficients at three wavelengths and of particle extinction coefficients

at two wavelengths were derived with the Raman method. The backscatter coeffi-

cient at 1064 nm was calculated with the Raman method using the 607-nm nitrogen

channel as reference since no Raman-shifted signal from 1064 nm is available. Equa-

tion (3.9) was adopted for this situation with three involved wavelengths (532, 607,

and 1064 nm) accordingly. The signals from the far-range measurements were cali-

brated at a height level from 13–16 km within the stratosphere were the particle con-

centration is usually close to zero. A constant reference value of 0.01 Mm−1sr−1 was

used for the determination of the particle backscatter coefficients at 355, 532, and

1064 nm, respectively. With far-range measurements the average reference values

between 2 and 4 km for the near-range calculations were derived.
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5.1 CASE STUDY OF 12 SEPTEMBER 2006

The data for the time period from 1900–2000 UTC are shown in Fig. 5.6. The

resulting lidar ratios of 72±5 sr for 355 and 532 nm indicate relatively small, absorb-

ing particles which are typical for anthropogenic pollution from eastern Europe. The

data at 670 m height were used as input for the inversion scheme to determine micro-

physical particle properties. Due to the well-mixed conditions during daytime the

aerosol properties in this height level were representative for the ensemble of parti-

cles obtained in the PBL during the whole day. In addition, systematic retrieval errors

resulting, e.g., from the incomplete overlap of laser beam and receiver field of view,

can be neglected at this height level.

Figure 5.6: Profiles of the particle backscatter coefficient at 355, 532, and 1064 nm
(lines) and of the particle extinction coefficient at 355 and 532 nm (symbols) obtained
between 1900 and 2000 UTC on 12 September 2006. The values and uncertainties at
670 m height were used as input for the lidar data inversion scheme.

5.1.3 Microphysical parameters of aerosol particles

Microphysical aerosol properties were obtained from the derived optical data with

the inversion scheme. The input parameters and the inversion results for this case
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5 MEASUREMENTS AND RESULTS

are shown in Tab. 5.1. The uncertainties given for the input data are the standard

deviations within the averaged height interval.

The derived particle volume concentration was found to be 19±8 μm3cm−3 from

the lidar data and agrees very well with data obtained from regular in situ measure-

ments with a differential-mobility particle sizer (DMPS) at IfT (inlet at 16 m above

the ground). From the DMPS measurements the mean and the standard deviations

of two selected time periods of six hours each were considered for comparison with

the lidar data. The effective, i.e. the area-weighted mean, particle radius retrieved

from the lidar data of 180±41 nm compares well to the value of 151 nm from the

in situ data at ground. The differences in the effective radius and the number and

surface concentrations result from the different size regimes which the methods are

sensitive to. The DMPS can observe particles from >3 nm in diameter, i.e., it covers

the nucleation (Dp < 10 nm), the Aitken (10 < Dp < 100 nm), and the accumulation

(0.1 < Dp < 1 μm) modes. The DMPS large cut-off diameter is 800 nm, whereas the

inversion is sensitive to coarse-mode particles (>1 μm), too. In addition, the lidar

data inversion results are insensitive for particles smaller than about 160 nm in di-

ameter. Therefore, particles measured with DMPS having a diameter smaller than

160 nm were neglected for the comparison with the inversion results. Neglecting the

small particles results in a truncated volume concentration of 87% of the total volume

concentration for this case. However, for the surface-area and the number concen-

trations this reduction is much stronger, so that only 66% and 9%, respectively, are

covered.

Figure 5.7 additionally shows the comparison of the derived volume distributions

from the inversion and averaged results from IfT’s in situ DMPS observations over

two 6-h time intervals. The error bars indicate the standard deviations from 18 single

DMPS measurements in this time interval and the maximum and minimum solutions

from the inversion, respectively. Good agreement of both methods is found for the

accumulation-mode particles although the data are derived from a lidar measurement

at the PBL top and from measurements at the ground. The shown coarse mode at

Dp = 1.5 μm is not significant as indicated by the error bars. Unfortunately, in situ

observations are not available at this size range for the time of measurement.

Profiles of the backscatter-related Ångström exponents åβ for four time intervals

are presented in Figure 5.8. The long-wavelength exponent shows nearly constant

values of 0.9 for all heights and all time intervals. The short-wavelength Ångström
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5.1 CASE STUDY OF 12 SEPTEMBER 2006

Table 5.1: Input data and inversion results for 12 September 2006. For the compared
DMPS data only particle diameters >160 nm were considered. The Md/β p

532 factor
was derived with a mean particle density of 1.6 g cm−3.

Inversion input data 355 nm 532 nm 1064 nm

Backscatter coef., Mm−1sr−1 2.60±0.26 1.44±0.14 0.74 ±0.07

Extinction coef., Mm−1 190±20 102±10

Lidar ratio, sr 73±5 71±5

Ångström exp. å (355, 532 nm) 1.54±0.36

Microphysical parameters Lidar DMPS DMPS

12–18 UTC 18–24 UTC

Effective radius, nm 180±41 152±13 151±19

Number concentration, cm−3 1300±460 1375±101 1750±218

Surface-area conc., μm2cm−3 320±81 268±22 339±42

Volume conc., μm3cm−3 19±8 13.6±1.2 17.1±2.2

Mass-to-backscatter ratio

Md/β p
532, μg m−3 Mm sr 21.1±8.9
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Figure 5.7: Aerosol volume distributions derived from lidar data inversion and from
in situ measurements with DMPS on 12 September 2006.
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exponent remains at values around 1.4. This behavior of the Ångström exponents,

which are rather sensitive to any small changes in the aerosol characteristics, again

indicates very stationary aerosol properties and the absence of hygroscopic growth

during the entire day.
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Figure 5.8: Backscatter-related Ångström exponents for the time periods 1300–1430,
1430–1600, 1600–1730, and 1900–2000 UTC for two wavelength intervals.

Figure 5.9 shows the time series of the AOD in the PBL at 532 and 1064 nm. The

AOD was calculated from the height-integrated backscatter-coefficient profiles with

an extinction-to-backscatter ratio of 75 sr (cf. Fig. 5.6). The backscatter coefficients

were assumed to be constant in the region of incomplete overlap between laser beam

and receiver field of view below 300 m where no trustworthy data can be obtained.

This assumption may lead to a bias in the AOD in the morning and evening hours

when the aerosol is not well mixed. Nevertheless, only a slight variation around the

mean PBL AOD values of 0.11 and 0.06 at 532 and 1064 nm, respectively, was found

over the whole day. Unfortunately, the AERONET (Aerosol Robotic Network) Sun

photometer at IfT was not available for comparison of optical depths during 2006. It

was used in Morocco during the SAMUM 2006 field campaign and had to be sent for

recalibration to Greenbelt, Maryland, in August–October 2006.

In summary, it can be stated that information obtained from radiosoundings, lidar
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Figure 5.9: Time series of the AOD in the PBL on 12 September 2006. The AOD was
calculated from the integrated backscatter coefficients multiplied with a lidar ratio of
75 sr.

measurements, and in situ observations clearly indicates stationary aerosol condi-

tions and low relative humidity throughout the PBL during the entire measurement

period on 12 September 2006. There is no indication of a change of air mass, aerosol

composition, and size distribution and no indication of particle growth because of

water uptake. Therefore, temporal and spatial variations of the particle backscatter

coefficient can explicitly be attributed to turbulent mixing and vertical transport. The

eddy-correlation method is applicable without restrictions, and particle mass fluxes

can be calculated according to Eq. (3.16)–(3.19). A conversion factor Md/β p
532 of

21.1±9 μg m−3 Mm sr was derived for this specific day. It results from the volume

concentration of 19±8 μm3cm−3 obtained for β p
532 = 1.44Mm−1sr−1 (cf. Tab. 5.1)

and a particle density of 1.6 g cm−3 which is typical for continental, ammonium-

sulfate-like particles with a volume water content of 20% (Van Dingenen et al., 2004).

5.1.4 Spectral analysis

Figure 5.10 (top and middle) presents the variance spectra of the time series of verti-

cal wind speed and backscatter coefficient at 800 m height for the three time intervals

from 1300–1430, 1430–1600, 1600-1730 UTC. The spectra were smoothed in the

logarithmic frequency space. The total variance of the backscatter coefficient de-

creased with time, because the aerosol particles approached well-mixed conditions
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as a result of vertical exchange processes. The variance of the vertical wind speed

decreased in the third time interval, because the convection slowed down.

At high frequencies the spectra cover at least some part of the inertial subrange

(ν−5/3 roll-off), where the TKE of large eddies is successively subdivided and re-

distributed among smaller eddies. The energy-containing (and flux-covering) part

of the spectrum, where the slope of the spectrum transients to constant values (in

this log S(ν) vs. log ν representation), is also covered. Noise on the time series,

which gives a constant contribution to the spectra at high frequencies, is found for the

backscatter coefficient only. Assuming a mean horizontal wind velocity of 5 ms−1, it

can be estimated that eddy sizes of >50 m are covered by the measurement.

By calculating the cospectrum of vertical-wind and particle-backscatter fluctua-

tions, we can find out which frequencies mainly contribute to the turbulent flux. Fig-

ure 5.10 (bottom) shows the cospectra for the measurement height of 800 m and the

three time intervals. The presentation of ν C(ν) vs. log ν preserves the area and

gives realistic weight to high frequencies. The cospectrum indicates contributions

to the vertical flux in the frequency range of 2×10−2 to 2×10−4 Hz. With a hori-

zontal wind velocity of 5 ms−1 this range corresponds to horizontal sizes of 250 m

to 25 km. The maximum occurs at ν = (2.5–4)×10−3 Hz corresponding to eddy

sizes of 1.2–2.0 km. This value agrees very well with the dominant frequency νmax

from Eq. (2.27) of 3.12×10−3 Hz predicted from the horizontal flux integral scale

Λw,β of 51 s (1.6 km). The flux integral scale was estimated as the minimum of the

vertical-wind and backscatter integral scales after Eq. (2.19). For frequencies lower

than 2.5×10−3 Hz the cospectrum becomes rather unpredictable. As often found in

the CBL, eddies and other turbulent structures at very different scales are responsi-

ble for the overall turbulent flux (e.g., Kaimal et al., 1976). The negative values at

ν = 1.5×10−3 Hz in the cospectrum (3.3 km) cannot be fully explained. However,

this effect reduces the vertical flux significantly to approximately 80% of the value

without this contribution. It can be discussed that the effect results from organized

turbulence features like roll structures.

The vertical-wind and backscatter integral scales were 51 and 55 s, respectively, at

700–800 m height and increased to values of 60 and 90 s, respectively, in the height

region of 900–1000 m. The fact that no significant contributions are found in the

cospectrum at frequencies higher than 2×10−2 and lower than 3×10−4 Hz supports

the strategy of taking measurements with a resolution of 5–10 s and a minimum length
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Figure 5.10: Top and middle: power spectral density functions of the vertical wind
speed and the backscatter coefficient at 800 m height level for three time inter-
vals between 1300 and 1730 UTC. The expected ν−5/3 roll-off for the inertial sub-
range of turbulence is indicated. Bottom: cospectrum of vertical-wind and particle-
backscatter fluctuations for the same height and time intervals. The top axes have
been converted with a wind speed of 5 m s−1.
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of the time series of 60–90 min for the flux computation. The latter values are also in

agreement with the findings of Lenschow et al. (1994) who showed that systematic er-

rors due to flux losses are <5% if the length of the measurement period is ≥100 Λw,β ,

i.e. 80–100 min in this case. Therefore, I chose time series of 90 min length for the

investigations below.

The findings on the relevant time scales and eddy sizes are in good agreement with

the results from ground-based remote-sensing measurements of water-vapor (Senff

et al., 1994; Giez et al., 1999) and ozone fluxes (Senff et al., 1996). Horizontal

integral scales of the vertical wind speed between 50 and 200 s were reported for

different measurement cases by Giez et al. (1999). Dominant eddy sizes for the

upward transport of water vapor of 1–2.5 km (Senff et al., 1994; Giez et al., 1999)

and for the downward mixing of ozone of approximately 1.5–3 km (time scale of

10 min, horizontal wind speed not given in the paper) were obtained.

5.1.5 Vertical profiles of aerosol mass flux

Figure 5.11 shows profiles of the aerosol mass flux for three selected time periods

(cf. Fig. 5.5). The conversion factor of 21.1 μg m−3 Mm sr has been applied to convert

the measured values of β ′w′ (upper axis) to the aerosol mass flux m′w′.
The linear flux profile observed from 1430–1600 UTC is consistent with a source-

and sink-free CBL and no or constant advection of aerosol. The flux profile is then

completely defined by the surface flux and the entrainment flux. During the CBL

development (time period 1300–1430 UTC), the strongest turbulent flux is observed

in the entrainment zone where the growing CBL mixes with the cleaner air from the

residual layer. Above that region, the flux decreases to zero. In the time period from

1600–1730 UTC, the turbulent aerosol flux profile is close to zero throughout the

PBL because the atmospheric convection slowed down in the late afternoon.

The obtained values of the aerosol mass flux of 0.5–2 μg m−2s−1 in the active up-

per CBL are reasonable. This can be proved with a simplified budget estimate, which

may give an idea on the magnitude of the entrainment flux. From Fig. 5.5 it can be

seen that the backscatter coefficient between 800 and 1000 m increased from values

close to 0 in the morning to values around 1.8 Mm−1sr−1 in the afternoon. With the

Md/β p
532 conversion factor this corresponds to an increase of the mass concentration

of 38 μg m−3. Let us assume that this change is only caused by convective mixing of
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5.1 CASE STUDY OF 12 SEPTEMBER 2006

particle-rich air from the lower CBL with clean air from the free troposphere, where

the aerosol flux is zero. Then a mass flux in the entrainment zone of 2 μg m−2s−1

would fill an atmospheric column of 200 m depth with the respective amount of par-

ticles within one hour. This corresponds very well with the observed CBL growth rate

of about 150–200 m per hour before 1300 UTC. Later (1430–1600 UTC) the mass

flux in the upper PBL was of the order of 0.5–1 μg m−2s−1 which again is consistent

with the observed increase of the PBL height of 50–75 m per hour after 1400 UTC

(cf. Fig. 5.5). As mentioned, such a budget determination is a very simplified ap-

proach and not valid in general. It neglects sources and sinks of particles in the PBL

as well as horizontal and vertical advection. However, because of the lack of valida-

tion methods, it is used as a consistency check here.
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Figure 5.11: Profiles of aerosol mass flux for three time periods between 1300 and
1730 UTC on 12 September 2006. The upper axis shows the covariance of the
backscatter coefficient and the vertical wind speed. The error bars indicate the sam-
pling error.
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5.1.6 Errors

In Tab. 5.2 the relative errors of the aerosol mass flux for three height levels for the

time period 1430–1600 UTC are summarized. The dominating error of the deter-

mined aerosol mass flux is the sampling (random) error σF,samp which was calculated

after Eq. (3.26). It is proportional to the horizontal flux integral scale divided by the

sampling time. As mentioned in Subsection 2.4.2, the flux integral scale is estimated

from the vertical-wind and backscatter integral scales with Eq. (2.19). The system-

atic deviation from the ensemble mean, which results from the finite length of the

time series, is found to be of the order of 2% [after Eq. (3.32)] and can therefore be

neglected.

Table 5.2: Relative errors of the aerosol mass flux for different heights and sources
for 1430–1600 UTC. The sampling error σF,samp, the instrumental noise error σF,instr,
the error due to horizontal and vertical incoherences of the datasets σF,h and σF,v,
respectively, and the microphysical uncertainty σF,micro are given.

Height σF,samp σF,instr σF,h σF,v σF,micro

487 m 88% 10% <11% <21% 50%

787 m 58% 4% <2% <23% 50%

1012 m 51% 2% <6% <30% 50%

The flux error due to instrumental noise σF,instr is calculated with Eq. (3.30). In

this case, the error is small compared to the sampling error. An upper limit for

the instrumental noise of the backscatter and vertical-wind measurements is esti-

mated from the noise level of the power spectral density functions in Fig. 5.10 to

σβ ′,instr = 0.06Mm−1sr−1 and σw′,instr < 0.04ms−1, respectively (see Fig. 4.3).

Errors because of possible incoherences of the datasets in horizontal and vertical

direction σF,h and σF,v, respectively, were estimated by shifting the datasets by one

bin (5 s and 75 m) in either direction, followed by a recalculation of the flux profile

and a comparison to the original one. The maximum discrepancy found in this way

was 30%. However, it can be assumed that the respective errors are much smaller

because the measurements were synchronized in time and the coherence of the height

profiles has been checked on several occasions, e.g., in the presence of sharp gradients

in the signals at cloud bases.

The error of the conversion factor from backscatter coefficient to aerosol volume

and mass concentrations follows from the uncertainties of the inversion procedure.
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For this dataset, the standard deviation of the total volume concentration derived

from the single solutions of the size distribution was found to be 43%. If an addi-

tional uncertainty of the particle density ρp and a stability of the conversion factor

Md/β p
532 during the day of 20% each is assumed, the flux error because of the uncer-

tain microphysical parameters σF,micro is 50%.

5.2 Case study of 26 April 2007

5.2.1 Synoptic situation

On 26 April 2007 the meteorological conditions were similar to 12 September 2006.

Leipzig was influenced by a high-pressure system over eastern Europe. Figure 5.12

illustrates the situation by the surface weather plot from DWD.

Ensemble backward trajectories for 72 hours were calculated with the HYSPLIT

model for 12 UTC and are shown in Fig. 5.13. The plot indicates that the air masses

within the PBL (surface to 1.5 km height) arrived from easterly and southeasterly

directions, mainly crossing Poland, Slovakia, and the Czech Republic.

Results from the respective radiosoundings at Lindenberg1 (6 UTC, 150 km north-

east of IfT) and at IfT (12 UTC) are presented in Fig. 5.14. A strong inversion at

200 m occurred in the morning hours. Hence a high aerosol mass concentration at

the ground could be expected which had accumulated during the night. Therefore, a

strong vertical gradient was formed and a high vertical aerosol flux in the early hours

of the CBL development was expected. The relative humidity was a little higher dur-

ing daytime compared to the first case study but remained below 60% at the PBL top

at 1.5 km. At 1200 UTC well-mixed conditions were found for water vapor through-

out the CBL. Wind speeds in the CBL were around 4–5 ms−1 from easterly directions

as the GDAS model reanalysis for Leipzig at 1200 UTC showed.2

5.2.2 Lidar measurements

The combined lidar measurements on 26 April 2007 were taken from 0745–1700 UTC

(0845–1800 local time) and are shown in Fig. 5.15. In contrast to 12 September 2006,

1http://weather.uwyo.edu/upperair/sounding.html, download 17 March 2008
2http://www.arl.noaa.gov/READYamet.php
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Figure 5.12: DWD surface (sea level) weather map from 26 April 2007, 12 UTC
analysis. The lidar site is marked.
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Figure 5.13: 72-h backward ensemble trajectories for Leipzig calculated with
HYSPLIT. The heights of arrival are surface, 500, and 1500 m agl (pressure lev-
els: 1011, 941, and 836 hPa).
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the measurement with the Raman lidar was performed by use of the far-range tele-

scope. The apparent drop of the range-corrected signal below 700–800 m height is

caused by the incomplete lidar overlap for the far-range receiver. This limits the

observation of the particle backscatter coefficient, which was derived with the Klett

method, to heights greater than 800 m. However, it results in more accurate data

at the top of the PBL because of the higher signal-to-noise ratio. Additionally, the

backscatter coefficient derived with the Raman method is shown for 1-hour intervals.

The bottom graph shows the vertical wind speed which was simultaneously measured

with the Doppler lidar.

The experimental setup was equal to the previous case (except the use of the Raman

lidar far-range telescope), i.e., a temporal resolution of 5 s for both systems and a

vertical resolution of 75 m and 7.5 m for the Doppler lidar and the Raman lidar analog

channel were chosen, respectively. The Raman lidar measurement was stopped at

1700 UTC when the convection slowed down. At nighttime, far-range and near-

range measurements were taken from 1935–2110 UTC and from 2115–2148 UTC

for a comprehensive aerosol analysis, respectively.

Until 0900 UTC a residual layer was present up to a height of 1.5 km where no

vertical motion was observed. The largest growth rates of the CBL were obtained

in the two hours between 0900 and 1100 UTC. The mixing-layer height increased

from 400 to 1400 m, i.e. with a growth rate of about 500 m per hour. A much smaller

growth rate was observed afterwards until 1530 UTC when the maximum height of

the CBL reached 1650 m. At this time, the vertical motion slowed down and no

further growth occurred.

Figure 5.16 gives a closer look at the turbulent mixing during that day. The four

most convective hourly periods are shown in detail. Respective updraft velocities

up to 5 ms−1 were found. Wind speeds in the strongest downdrafts were around –

2 ms−1. Heavily particle-loaded plumes were rising until 1045 UTC and were mixed

upwards into the residual layer. Some updrafts around 1025 and 1050 UTC were

followed by strong downdrafts (see in the backscatter-coefficient plot, blue areas just

before 1030 and 1055 UTC). These intrusions, labeled with [0] and [2], mixed the

clean air from the free troposphere remarkably deep into the CBL. This clearly indi-

cates an upward (positive) turbulent aerosol flux in the CBL for heights greater than

800 m.

At around 1100 UTC the situation changed. While before the updrafts were found
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in conjunction with increased backscatter coefficients, e.g., [1] and others, after 1100

UTC updrafts were found simultaneously with decreased backscatter coefficients.

Some of these events are labeled with [3]–[7]. At 1145 UTC [4] it is also indicated

that a downdraft coincided with increased backscatter coefficients. Consequently,

this anticorrelation results in a negative aerosol flux from the upper region of the

CBL downwards as will be discussed later.

At 1200 and 1220 UTC, [5] and [6], it was observed that the aerosol flux changed

its sign with height. Up to 1.3–1.4 km height anticorrelation in w′ and β ′—and thus

downward mixing—was found. Above that height, both values correlated which in-

dicates a positive flux in the entrainment zone. In the course of time, the vertical

aerosol gradient was reduced by turbulent downward mixing, as indicated by the two

lines in Fig. 5.16, 1200–1300 UTC.

Although much smaller, between 1300 and 1400 UTC there was still downward

mixing present for heights up to 1.0–1.1 km. In regions [8] and [9] in Fig. 5.16

we see that this process almost removed the gradient of the backscatter coefficient.

Above, the upward mixing process in the entrainment zone was still active.

The origin of the increased mean backscatter coefficient (see also top of Fig. 5.15)

in the upper third of the PBL remains unclear. However, four possibilities seem to be

reasonable:

• advection of aerosol from the southeast or from local sources,

• entrainment of large parcels of air prior to the arrival at the lidar site,

• increased relative humidity at the CBL top and hygroscopic growth of particles,

• new formation of particles at the top of the CBL.

The first item is the most plausible. About 70 and 100 km to the southeast of Leipzig

are the cities of Chemnitz and Dresden. The southeast of Leipzig is also affected by

agriculture which could be a source of local aerosol particles, too. Unfortunately,

further information about advection processes was not available on such short time

scales. Several lidar stations in the line of advection or airborne measurements would

have been necessary in order to obtain such data.

Entrainment of aerosol into higher regions could have happened during the first

strong convective events. This mechanism might have transported large amounts of
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Figure 5.16: Hourly displays of the CBL development at Leipzig between 1000 and
1400 UTC on 26 April 2007 (continued on next page). The top graphs show the pro-
files of the backscatter coefficient (Klett method), whereas the bottom graphs display
the corresponding vertical motion. The vertical resolution is 7.5 m for the Raman
lidar and 75 m for the Doppler wind lidar. The time resolution is 5 s for both systems.
The marked features are explained in the text. RS–launch of the radiosonde.

86



5.2 CASE STUDY OF 26 APRIL 2007

UTC
12:00 12:15 12:30 12:45 13:00

0.8

1.0

1.2

1.4

1.6

1.8
H

ei
gh

t, 
km

H
ei

gh
t, 

km

0.8

1.0

1.2

1.4

1.6

1.8

-4

-2

0

2

4

V
er

tic
al

 W
in

d,
 m

/s

0

1

2

3

4

B
ac

ks
c.

 c
f.,

 M
m

-1
sr

-1 5
5 6 7

UTC
13:00 13:15 13:30 13:45 14:00

0.8

1.0

1.2

1.4

1.6

1.8

H
ei

gh
t, 

km
H

ei
gh

t, 
km

0.8

1.0

1.2

1.4

1.6

1.8

-4

-2

0

2

4

V
er

tic
al

 W
in

d,
 m

/s

0

1

2

3

4

B
ac

ks
c.

 c
f.,

 M
m

-1
sr

-1 5
8 9

Fig. 5.16: continued.
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particles (possibly even from local sources in the southeast) to the upper part of the

CBL before the air masses arrived at the lidar site. Thus the CBL would not have been

well mixed and what was observed is a homogenization process. However, the fact

that the anticorrelation between w′ and β ′ was found for several hours (several tens

of kilometers) would suggest that stationary flow distortions (orography, buildings,

and other surface features) are responsible for this kind of aerosol lifting.

No formation of boundary-layer cumulus clouds could be observed on that day

and the relative humidity in the CBL was below 60% during the measurement of the

radiosonde. But a slow increase of the relative humidity at the top of the CBL during

the afternoon would have been unobserved and cannot be ruled out.

Stratmann et al. (2003) reported events of new particle formation in the entrainment

zone during the SATURN experiment (‘Strahlung, vertikaler Austausch, Turbulenz

und Partikel-Neubildung’; ‘radiation, vertical exchange, turbulence and new-particle

formation’). They found these events mainly inside the residual layer just before the

break-up process of the nocturnal inversion and later also in the entire CBL. These

particles grew up and were mixed down during the break-up process of the noc-

turnal inversion. Also Nilsson et al. (2001) found large downward aerosol number

fluxes (Dp > 14nm), which reached maximum levels from noon until the evening, at

a boreal forest station (23.3 m above ground) in Hyytiälä in southern Finland during

BIOFOR 3 (Biogenic Aerosol Formation Over the Boreal Forest, 1999). They state

(Nilsson et al., 2001, p. 455) that ‘the large downward flux during the nucleation

event is typical for the nucleation days [...], which support the concept of an elevated

source, above the canopy and the surface layer, for the new particles.’ For this case,

local DMPS measurements at the ground showed that formation of new particles oc-

curred from 1200–1300 UTC. These small particles (Dp < 10nm) showed a slow

growth until 1600 UTC (Dp < 100nm). But the total volume concentration and the

backscatter coefficient at 532 nm at ground level were not affected by this additional

amount of small particles. However, the growth rate of the particles in the upper CBL

is not known and thus it cannot be ruled out that these additional particles contributed

to the observed negative aerosol mass fluxes.

From the evening observations I derived profiles of aerosol backscatter and extinc-

tion coefficients. Figure 5.17 shows the analysis of the respective measurement. The

profiles of the backscatter coefficients measured with the large telescope were cali-

brated in the stratosphere where the reference values can be assumed to be very small,
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Figure 5.17: Multiwavelength Raman lidar observation of three backscatter and two
extinction coefficients on 26 April 2007. The results from the far-range measurement
(1935–2109 UTC) are merged at 1.5 km height with the near-range results (2116–
2147 UTC). Respective profiles of lidar ratios and the Ångström exponent å are also
given.

on the order of 0.01 Mm−1sr−1. In the height range between 2 and 3 km the retrieved

values from the far-range results were used to calibrate the near-range data. With

the known overlap function, the extinction coefficients could be calculated down to

1.5 km from the far-range observations. Below, down to 970 m, values for αp could

be retrieved from the near-range data. The profiles of β p and αp were merged at the

height of 1.5 km. The lidar ratios were found to be around 52 sr for this case.

The optical data obtained in the upper part of the PBL are summarized in Tab. 5.3.

They are in very good agreement with the climatological mean values found by Mattis

et al. (2004) for multi-year aerosol lidar observations at Leipzig. The values of the

lidar ratio and the Ångström exponent are typical for anthropogenic aerosol particles

in central Europe. The lower lidar ratios indicate less absorbing particles than on

12 September 2006 (70–75 sr). It can be assumed that the particle sources in spring

are mainly dominated by agricultural or rural activities.

5.2.3 Microphysical parameters of aerosol particles

The mean values of the three backscatter coefficients and the two extinction coeffi-

cients from a height interval at the top of the PBL (1.0–1.2 km) were selected for the

lidar data inversion. The input data for the inversion as well as the results are sum-
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Table 5.3: Input data and inversion results for 26 April 2007. The optical data are
the averaged values at the height range from 1.0–1.2 km. For the DMPS data only
particle diameters >160 nm were considered. The Md/β p

532 factor was derived with
a mean particle density of 1.6 g cm−3.

Inversion input data 355 nm 532 nm 1064 nm

Backscatter coef., Mm−1sr−1 3.87±0.39 2.08±0.21 1.03±0.20

Extinction coef., Mm−1 200.7±20.0 109.6±11.0

Lidar ratio, sr 51.9±7.3 52.7±7.4

Ångström exponent å (355, 532 nm) 1.5±0.2

Microphysical parameters Lidar DMPS DMPS

12–18 UTC 18–24 UTC

Effective radius, nm 180±40 144±13 145±17

Number concentration, cm−3 1300±280 2329±174 2109±176

Surface-area concentration, μm2cm−3 300±65 424±35 386±39

Volume concentration, μm3cm−3 18±8 20.4±1.8 18.6±2.1

Mass-to-backscatter ratio

Md/β p
532, μg m−3 Mm sr 13.8±6.1

marized in Tab. 5.3. The results from the inversion are in good agreement with the

surface-based observation with DMPS. As before, particles with a diameter smaller

than 160 nm were neglected from the DMPS data for comparison purposes. The trun-

cated results of the DMPS data are 87%, 68%, and 10% of the volume, the surface-

area, and the number concentration, respectively, compared to the total size distri-

butions. The standard deviations from the single DMPS scans within the two time

intervals 12–18 and 18–24 UTC are also given.

Figure 5.18 shows the comparison of the derived size distribution of the volume

concentration from the inversion and averaged results from IfT’s in situ DMPS ob-

servations for 26 April 2007. Good agreement of the derived accumulation mode

with both methods applied at the PBL top and at the ground, respectively, was found.

Hence I used the lidar derived volume concentration of 18±8 μm3cm−3 for the further

treatment of the aerosol mass flux. With a particle density of 1.6 g cm−3 a backscatter-

to-mass conversion factor of 13.8±6.1 μg m−3 Mm sr was derived from the nighttime

measurements of 26 April 2007.

The mean Ångström exponent å which was derived for the height level 1.0–1.2 km

was found to be 1.5± 0.2 (see Fig. 5.17). In contrast to the prior case, during 2007
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Figure 5.18: Size distributions of the particle volume concentration derived from the
lidar data and from ground-based DMPS measurements on 26 April 2007.

the AERONET Sun photometer data were available and could be compared to lidar-

derived values. Figure 5.19 shows the time series of the aerosol optical depth for

the wavelengths 340, 500, and 1020 nm, which are close to the lidar wavelengths. In

the morning hours until 0830 UTC the values remain rather constant at about 0.17

for 500 nm. At around 1100–1200 UTC an increase of about 50% is observed. This

increase coincides with the enhanced aerosol backscatter coefficients at the top of the

CBL (cf. Fig. 5.16).

The AERONET-derived Ångström exponents between 380–500 nm were found to

be 1.4–1.6. These values remain constant during the entire day, especially during

the period of increased values of the optical depth. They also compare well with

the lidar-derived value from the nighttime measurement. From this finding it can be

assumed—once again—that the aerosol composition in the PBL did not vary signifi-

cantly during the entire day. Therefore, the microphysical particle properties, which

were derived from the nighttime measurements for the conversion of w′β ′ to aerosol

mass fluxes with Eq. (3.19), can be used.
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Figure 5.19: Time series of aerosol optical depth and Angström exponent measured
with IfT’s AERONET Sun photometer on 26 April 2007.

5.2.4 Spectral analysis

In Fig. 5.20 the variance spectra of the backscatter-coefficient and vertical-wind fluc-

tuations at a height of 975 m for five time intervals of 1.5 h each between 0930 and

1700 UTC are shown. The top axes have been derived with a wind speed of 5 ms−1.

The spectra show that the inertial subrange (–5/3rd slope) is covered by the measure-

ment and thus the sampling rate is fast enough for flux calculations. In the course

of time (0930–1530 UTC), the mixing of air parcels with low and with high particle

concentrations, respectively, evolved and became more complete. This is indicated

by the reduced fluctuations β ′ and thus the decrease of the variance spectrum Sβ . At

the same time the variance spectra of the vertical wind remain constant.

Additionally, the cospectra of the respective time series are shown. From 0930–

1100 UTC an upward flux can be observed within a frequency range of 10−2–10−3 Hz.

This corresponds to eddy sizes of 400–5000 m. The largest particle flux components

stem from horizontal eddy dimensions of 2.1 km. Thus the dominant eddies are de-

formed by a factor of 1.5 in the horizontal direction, because the CBL height for this

time interval is about 1.4 km.

Later during the day, we see—as already discussed in the context of Fig. 5.16—that

a downward flux is present in this height level. The transporting eddy sizes are 500–

4000 m. The strongest peak for the time interval 1100–1230 UTC is found at 3 km. It

remains unclear whether this length corresponds to heavily deformed eddies (factor
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2) or is caused by the ordered structure of turbulence in the CBL and large-scale

features which are often found in atmospheric flows. In addition, we find that 90-

min averaging intervals for the flux calculations are reasonable for the atmospheric

situation because the cospectra approach zero values at both ends of the frequency

range.

5.2.5 Vertical profiles of aerosol mass flux

In addition to the spectral verification, the appropriate averaging length for flux ob-

servations was derived by several flux calculations with different lengths (45, 60, 75,

90, 105 min). At a certain length T of the averaging interval the influence of flux

losses becomes small (systematic error) and the flux values remain rather constant

with changing T . Then the major error source is the (random) sampling error. With

this method I also derived a useful averaging length of 90 min.

Hence the profiles of the vertical particle fluxes on 26 April 2007 were derived for

intervals of T = 90min and are shown in Fig. 5.21. The abscissa axis was derived

from the β ′w′ covariances by the factor given in Tab. 5.3. The maximum heights of

the flux profiles were defined by the point at which the number of invalid data points

in the wind time series, because of weak signals in clean air, reached 1/3 of the total

number of data points. The error bars represent the dominant sampling error σF,samp

[see Eq. (3.26) and the discussion in Subsection 5.1.6].

Between 0930 and 1100 UTC the highest flux values were found at the quickly

mixing CBL top. These maximum values of 2.5–3.0 μg m−2s−1 remained rather con-

stant in the entrainment zone during the most active convection period between 0930

and 1400 UTC. After 1400 UTC the convection slowed down and the vertical ex-

change processes settled, resulting in nearly zero flux values from 1530–1700 UTC.

It was found that from 1100–1230 and 1230–1400 UTC the sign of the vertical

flux changed at a height of about 1200 m. While upward fluxes were still observed

at the CBL top (entrainment zone), there was turbulent downward mixing below be-

cause of the higher aerosol content that occurred in the upper CBL at that time. This

downward flux of about –(1.5–1.0) μg m−2s−1 almost reached half the magnitude of

the upward entrainment flux.

From 1400–1530 UTC the entrainment at the top of the PBL decreased. However,

the downward mixing was still ongoing. The respective flux profile is not constant

with height. Moreover, the downward mixing was more efficient for lower heights.
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Figure 5.20: Top and middle: power spectral density functions of the vertical wind
speed and the backscatter coefficient at a height of 975 m for five time intervals
between 0930–1700 UTC on 26 April 2007. The ν−5/3 slope for the inertial sub-
range of turbulence is shown. Bottom: cospectrum of the vertical-wind and particle-
backscatter fluctuations for the same height and time intervals. The top axes have
been converted with an estimated wind speed of 5 m s−1.
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This can be explained by the suppressed convection because of the decreased incom-

ing solar radiation in the afternoon. In this context the vertical extent of the eddy

dimensions decreased (cf. Fig. 5.15). Hence the absolute aerosol transport by con-

vective turbulence was greater at lower altitudes in the late afternoon. Between 1530

and 1700 UTC the convection slowed down and therefore turbulent particle fluxes

approached values close to zero.
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Figure 5.21: Aerosol mass flux profiles for 90-min intervals (c.f. Fig. 5.15) from
0930–1700 UTC on 26 April 2008. The error bars indicate the sampling error.

5.3 Further observations of dry CBL

This section presents five further observations of dry CBL which were performed

during the intensive measurement period in 2006. Three days in spring (5 and 11

May 2006 and 26 April 2007) and four days in summer (3 July and 11–13 September

2006) are summarized, including the two case studies already presented before. Cer-

tainly this amount of data is not enough for a general statistics of the vertical particle

flux within unstable boundary layers. Instead, the vertical particle flux profiles are

compared to the prior cases of 12 September 2006 and 26 April 2007.
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5.3.1 Synoptic situations

The days were selected because of dry conditions, i.e., the maximum relative humid-

ity throughout the CBL was below 60%. No boundary-layer clouds were observed

during these periods. As a consequence, the cases are limited to incoming flow from

north-northeasterly to south-southeasterly directions in Central Europe. The region

of Leipzig was always influenced by high-pressure systems at the time of the mea-

surements.

The mean horizontal wind, the maximum surface temperature, and the maximum

relative humidity within the CBL are summarized for each day in Tab. 5.4. The

respective profiles from RS80 radiosoundings are found in the summary plots of these

days in Fig. 5.22 to 5.26 (for 12 September 2006 and 26 April 2007 see Fig. 5.3

and 5.14). On 5 and 11 May 2006 no radiosoundings were performed at Leipzig.

Hence GDAS reanalysis data for Leipzig are given. The horizontal wind speed and

direction were taken from these model data for all cases.

The maximum horizontal wind speed within the CBL of about 10 ms−1 from

southeasterly directions was observed on 5 May 2006. Thus the generation of tur-

bulence by meachanical (wind shear) processes was highest for this day compared

to all observed cases. In contrast, on 11 May the wind speed was 1–2 ms−1 within

the CBL and the turbulence was generated by convection almost exclusively. On the

other observed days the horizontal wind speed was between 2 and 8 ms−1.

5.3.2 Lidar measurements

The particle backscatter coefficients at 532 nm and vertical wind speeds from the

measurements with the Raman lidar and the Doppler lidar, respectively, are shown at

the top of Fig. 5.22 to 5.26. The measurements in May 2006 were done with a tempo-

ral resolution of 10 s. Starting from July 2006 all measurements were performed with

5 s time resolution. The majority of measurements with the Raman lidar were taken

with the near-range telescope for good coverage of the CBL. From the presented

cases only on 3 July 2006 in the afternoon and on 26 April 2007 the far-range tele-

scope was used. Due to thermal stress in the structure of the far-range telescope an

instability of the overlap function at the time of highest Sun elevation and maximum

solar radiation was observed on 3 July 2006. Therefore, the respective time-height
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5.3 FURTHER OBSERVATIONS OF DRY CBL

range was rejected for the data analysis.

The maximum height of the CBL and the time of the convective period was esti-

mated from the Raman lidar measurements and is given in Tab. 5.4. The CBL height

was defined as the height where β p
532 dropped to 50% of its value within the mixed

CBL.

A maximum extent of the CBL of 2.3 km was observed on 5 May 2006 in the late

afternoon. From the Raman lidar plot we see a CBL growth which is proportional to

the square root of time. This is in agreement with mechanically induced turbulence

in a dry CBL (e.g., Stevens, 2007). The particle backscatter coefficient in the CBL

was of the order of 2.8 Mm−1sr−1 and thus higher than on average. During the dry

period in the beginning of May 2006, a large number of fires in eastern Europe was

observed by MODIS (Moderate Resolution Imaging Spectroradiometer) from space.

A large smoke plume was present over Poland, Belarus, Ukraine, and western Russia.

The maximum AOD in Minsk, Belarus, reported by AERONET was about 1.4 and

0.9 at 500 nm on 4 and 5 May, respectively. The Ångström exponent was found to

be 1.7–1.8, which is typical for small particles that originated from biomass burning.

For Belsk, Poland, the maximum AOD at 500 nm and the Ångström exponent were

found to be 1.2 and 1.8, respectively, on 5 May. Leipzig was on the western edge of

this smoke plume. The optical depth at 500 nm was found to be 0.3–0.4 from MODIS

and from the nearest AERONET measurements at Mainz and Hamburg.

In the late morning of 11 May 2006, until 1040 UTC, a shallow CBL with a height

of 700 m was present. Above that, a decoupled aerosol layer was found from 900–

1700 m height. Certainly, this was the residual layer from the CBL of the previous

day. However, several updrafts in the CBL excited motion throughout the upper layer.

Because of the stable layering above the CBL these vertical motions indicate internal

gravity waves which were induced by the convection below (convection waves, Stull,

1997, p. 477). Unfortunately, from 1040–1120 UTC the lidar measurement with the

analog channel was interrupted. The range-corrected signal at 1064 nm is shown

instead. In this 40-min interval the CBL grew about 600 m and reached a height

of 1300 m. At this point, the updrafts penetrated the residual-layer base and the

lower inversion at 700 m height was burned off. Thereupon, the thermals continued

to rise up to the second inversion at the top of the residual layer. After 1120 UTC the

residual layer was already entrained into the CBL. A similar process occurred again

from 1400–1430 UTC when another aerosol layer (>1.8 km height) was mixed into
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the CBL. At 1430 UTC remarkably strong updrafts with 4 ms−1 vertical wind speed

were found at heights up to 2.2 km.

On 3 July 2006 moderate wind speeds were observed. Hence the turbulence was

mechanically influenced, too. The function of the square root of time is indicated for

the CBL growth rate in Fig. 5.24. But in contrast to 5 May 2006, several strong and

isolated convective updrafts of 4 ms−1 were observed (0900, 1340, 1410, 1515, and

1630 UTC).

The period from 11–13 September 2006 was characterized by stationary atmo-

spheric conditions (see Subsection 5.1.1). The maximum CBL heights were 1000–

1100 m, because of reduced incoming solar radiation in late summer. On 11 Septem-

ber maximum velocities of only 2 ms−1 and 1.5 ms−1 were observed for updrafts and

downdrafts, respectively. On 13 September, a Saharan dust layer was observed in the

free troposphere between 1200 and 2500 m. With the additional scatterers above the

CBL, profiles of the vertical wind could be observed in the free troposphere, too.

Similar to 11 May 2006, convection waves were observed within the dust layer.

Table 5.4: Wind speed (w.s.), wind direction (w.d.), maximum surface temperature
(Θmax

s ), relative humidity at the CBL top (r.h.max), maximum CBL height (zmax
i ), and

time of the convective period (c.p.) for the investigated case studies.

Date w.s. w.d. Θmax
s r.h.max zmax

i c.p.

ms−1 °C % m UTC

05 May 06 8–11
1

E–SE
1

22.2
3

60
1

2300 0700–1600
4

11 May 06 1–2
1

N–NE
1

22.2
3

55
1

1500 0800–1630
4

03 July 06 7–8
1

E
1

28.8
3

35
2

1500 0700–1700
4

11 Sep. 06 5–6
1

SE
1

26.3
3

40
2

1000 1000–1545
4

12 Sep. 06 4–5
1

SE
1

26.8
3

40
2

1100 1000–1630
4

13 Sep. 06 2–3
1

SE–S
1

27.1
3

40
2

1100 1000–1615
4

26 Apr. 07 4–5
1

E
1

23.1
3

55
2

1650 0800–1530
4

1 from GDAS reanalysis
2 from radiosounding at IfT
3 Leipzig Schkeuditz (http://www.dwd.de, download 16 Dec. 2008)
4 from the respective Raman-lidar plot
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5.3.3 Particle mass concentrations

For some of the additional cases, nighttime measurements were not available and thus

the complex determination of the microphysical parameters from multiwavelength li-

dar data was omitted. Instead, I used the continuous DMPS measurements at IfT for

the determination of the particle volume concentrations and therewith of the ratios

Md/β p
532. The prior case studies showed that the volume concentrations of the accu-

mulation mode, which were derived at higher altitudes from lidar and at ground from

DMPS measurements, respectively, are in good agreement for a well-mixed CBL,

i.e. during and shortly after the convective period of the diurnal cycle. However, it is

possible (see 26 April 2007) that different particle concentrations at different heights

may have occurred for limited periods of time. Therefore, the averaged DMPS data

from the 1200–1800 UTC time period was derived and combined with the average

particle backscatter coefficient at 532 nm within the CBL during that time. Table 5.5

shows the results for the different conversion factors. Obviously, for 13 September

2006 the factor is only valid within the CBL and not for the dust layer above.

The maximum particle diameter measured with the DMPS is 800 nm, whereas the

backscatter coefficient is sensitive to larger particles, as well. Since larger particles

can have a significant contribution to the volume and mass concentration the con-

version factors are most likely lower compared to values derived from multiwave-

length lidar measurements. This trend—although within the uncertainty range—

is indicated for 12 September where the factors are 21.1±8.9 μg m−3 Mm sr and

13.7±3.2 μg m−3 Mm sr derived from multiwavelength lidar and DMPS measure-

ments, respectively.

5.3.4 Vertical profiles of the aerosol mass flux

The derived turbulent vertical aerosol flux profiles for the additional observations are

shown at the bottom of Fig. 5.22 to 5.26. From the previous studies it was found

that 90-min intervals are required for the flux determination in order to minimize

the sampling error and to cover the major contributions from different frequency

regimes. This interval was maintained for all further observations. During periods of

strong CBL growth the maximum height for the derived flux profiles was given by

the CBL height at the beginning of this interval, because near-stationary time series
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Figure 5.22: 5 May 2006. Top: temporal development of the CBL. The particle
backscatter coefficient at 532 nm (Klett method) and the vertical wind speed are
shown. The intervals of flux calculation are marked. Bottom: 1200 UTC GDAS
model reanalysis for Leipzig (left, http://www.arl.noaa.gov/READYamet.php) and de-
rived profiles of the covariances β ′w′ (right). The sampling error is given.
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11 May 2006
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Figure 5.23: Same as Fig. 5.22 but for 11 May 2006. [1]: during the time period
1040–1120 UTC no data from the analog channel are available. Instead, the range-
corrected lidar signal from the 1064 nm photon-counting channel is shown.

101



5 MEASUREMENTS AND RESULTS

3 July 2006
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Figure 5.24: Same as Fig. 5.22 but for 3 July 2006 and with radiosounding data (RS)
(Θ, Θp, r.h. and water-vapor mixing ratio) from measurement at Leipzig.
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11 September 2006
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Figure 5.25: Same as Fig. 5.24 but for 11 September 2006.
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13 Sep. 2006
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Figure 5.26: Same as Fig. 5.24 but for 13 September 2006.
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Table 5.5: Particle volume concentration measured with DMPS (Dp = 3–800 nm),
aerosol mass concentrations (ρp = 1.6 g cm−3), mean particle backscatter coeffi-
cient in the well-mixed CBL, and derived Md/β p

532 ratio for the time periods 1200–
1800 UTC.

Date Vd Md β p
532 Md/β p

532

μm3 cm−3 μg m−3 Mm−1sr−1 μg m−3 Mm sr

05 May 06 20.0±2.4 32.0±7.5 2.8±0.2 11.4±2.8

11 May 06 9.7±1.5 15.5±3.9 1.5±0.2 10.3±3.0

03 July 06 5.0±0.7 8.0±2.0 0.7±0.2 11.4±4.3

11 Sep. 06 8.7±1.0 13.9±3.2 0.9±0.1 15.5±4.0

12 Sep. 06 15.4±1.6 24.6±5.6 1.8±0.1 13.7±3.2

13 Sep. 06 13.0±2.3 20.8±5.6 1.4±0.1 14.9±4.1

26 Apr. 07 23.3±2.3 37.3±8.3 2.2±0.2 16.9±4.1

are required for the eddy correlation method.

The flux profiles which were derived for 5 May 2006 are significantly different

from the values of the previous case studies. The values were found to be close

to zero, even during the time of largest CBL growth of 460 m h−1 between 0830

and 1000 UTC. Because moderate wind speeds were predominant and data with 10 s

resolution was used, a spectral analysis (see Subsection 5.1.4 and 5.2.4) has been

performed. However, no indications for flux losses were found, i.e., the cospectra of

vertical wind and backscatter coefficient approach zero at both frequency ends.

Two explanations for the low flux values are possible. On the one hand, mechanic-

ally-induced turbulence, which is more effective for the mixing of aerosol on small

scales than buoyantly-generated turbulence, occurred because of the wind shear be-

tween the surface and the CBL. Thus scalar fluxes follow the local-closure scheme

[see Eq. (2.9)] and higher-order moments in the vertical wind speed, i.e. non-local

fluxes, can be neglected. In fact, Fruntke (2009) revealed for 5 May that the skew-

ness of the vertical velocity is smaller and the variance is higher compared to days

with lower wind speeds. Subsequently, for a vanishing gradient of the aerosol mass

concentration, the turbulent vertical aerosol fluxes become negligible.

On the other hand, aerosol sources at the ground might be negligible compared to

the advected biomass-burning aerosol. It can be assumed that the homogenization

of the mass concentrations within the CBL had already been already completed be-

forehand, during the time of advection. In such a case, the turbulent motion does not
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transport any mass concentration, which is in agreement with the observation.

On 11 May 2006 entrainment fluxes of 0.7 μg m−2s−1 for the time intervals from

9000–1030 and 1130–1300 UTC were observed. After the mixing of the residual

layer with the CBL was completed around 1100 UTC negative aerosol mass fluxes

of –0.3 μg m−2s−1 were found in the lower part of the CBL from 1130–1417 UTC,

similar to 26 April 2007. The absolute values of the mass fluxes were lower than

for the two case studies because the total aerosol concentration, i.e. the concentra-

tion difference of the CBL and of the free troposphere, was significantly lower (see

Tab. 5.5). It should be noted that negative flux values were calculated at the top of

the CBL above 1300 m for the time interval 1300–1417 UTC. These values are most

likely artifacts from a convection wave (dotted box in Fig. 5.23) over the lidar site

between 1200 and 2200 m height around 1330 UTC . The alternating vertical wind

speed within the stable layer (increasing potential temperature) is an indicator for

such gravity waves. Removing these wave-like structures in the vertical wind is pos-

sible by applying an appropriate filter on the time series. However, this filtering was

not performed because separating the wave motion from the turbulent motion is not a

straightforward task. Hence the flux values above 1200 m were treated as non-valid.

On 3 July 2006 two flux profiles could be derived during the convective period and

one profile thereafter. During the periods 1000–1125 and 1515–1645 UTC the CBL

growth rate was less than 50 m h−1. Nearly constant flux values of 0.3 μg m−2s−1

were found between 400 and 1200 m height. The flux profiles derived from the near-

range and far-range Raman lidar measurements are in good agreement because the

turbulence was close to stationary during the entire period.

On 11 September 2006 the entrainment fluxes were found to be 0.5–0.7 μg m−2s−1

between 1000–1430 UTC. In contrast, on 13 September the entrainment fluxes were

0.9–1.7 μg m−2s−1 during the same time of the day. These differences can be ex-

plained by the different aerosol mass concentrations of 13.9 and 20.8 μg m−3 within

the CBL for 11 and 13 September, respectively. It is consistent to the observations on

12 September where the aerosol mass concentration was even higher of the order of

25 μg m−3 and the entrainment flux reached values of 2–3 μg m−2s−1. Furthermore,

it is evident from Fig. 5.26 that the turbulent vertical flux within the dust layer was

negligible compared to the fluxes within the CBL on 13 September because of the

stable layering of the dust layer.
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5.4 Summary of results

In the previous sections seven days of observations of vertical aerosol mass fluxes

have been discussed. A summary of all observed flux profiles during the diurnal

convective periods is given in Fig. 5.27. All heights were normalized by the actual

boundary-layer depth zi. Additionally, the absolute flux values were scaled by the

difference of the aerosol mass concentration within the mixed layer and within the

free troposphere. For the presented cases this difference was equal to Md, even for

13 September 2006 because the dust layer which occurred on that day was separated

from the CBL by a layer of almost particle-free air.

Maximum flux values were generally found at the top of the CBL during the

active period of convection during each day. The absolute flux maxima of 2.5–

3.0 μg m−2s−1 were found during rapid CBL growth on 12 September 2006 and

26 April 2007. On average, the aerosol mass flux in the entrainment zone was
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Figure 5.27: Normalized profiles of all obtained aerosol mass flux profiles during the
convective measurement periods. Shown are the single profiles (thin lines), the mean
profile, and the standard deviation.
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(0.045± 0.025)ms−1 ×Md. It was also found that, on average, the vertical mass

flux approaches zero at 0.5 zi and at 1.25 zi. However, turbulent downward transport

of particle mass was observed, too. The vertical fluxes were of the order of –0.3

and –1.6 μg m−2s−1 on 11 May 2006 and 26 April 2007, respectively, which for the

normalized description corresponds to −0.05ms−1 ×Md and −0.02ms−1 ×Md, re-

spectively. Observations within the lower height range, i.e. below 400 m or 0.25 zi for

some cases, were not possible because of the range restrictions of both lidar systems.

The entrainment flux Fp,entr has been used to compare the observed growth rates of

the CBL with the predicted growth rates for stationary, horizontally homogeneous,

and source and sink-free conditions. According to the simplified budget formulation

from Subsection 5.1.5, Eq. (2.6) at the height zi can be rewritten to a bulk formulation

of the growth rates of the CBL:

Δzi

Δt
= − ΔFp

ΔMd
=

Fp,entr

Md
. (5.1)

For such an idealized situation the vertical flux and the aerosol mass concentration

in the free troposphere need to be negligible compared to the values within the CBL.

Then the entrainment flux equals the flux change −ΔFp between the CBL and the free

troposphere. Additionally, within a given time Δt the aerosol mass concentration Md

within the CBL equals the change ΔMd.

Figure 5.28 shows a correlation plot for all observed growth rates and for the pre-

dicted ones from Eq. (5.1). The actual growth rates were obtained from the differ-

ences of the CBL heights zi at the beginning and at the end of each investigated time

interval. Similar to Subsection 5.3.2, each value of zi was obtained from the height

were the particle backscatter coefficient dropped to 50% of its maximum. Temporal

averaging of ±10 min was used in order to calculate β p
532 at the times of interest.

A linear fit was performed for which the outlier from 0830–1000 UTC on 5 May

was neglected. A correlation coefficient of r = 0.7 (r2 = 0.5) was found, i.e., 50% of

the variance is explained by the linear fit after Eq. (5.1). The remaining scatter may

be caused by horizontal advection, particle sources or sinks, and by measurement

errors.

The predicted slope of one was found within the error limit (0.9± 0.2). The ver-

tical offset of −41±29 m h−1 = −1.1±0.8 cm s−1 is distinctly different from zero.

It can be explained by a particle sink at the surface or in the mixed layer, most prob-
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Figure 5.28: Growth rates versus Fentr/Md for the cases of dry-boundary-layer ob-
servations. The outlier on 5 May (top left) was removed for the linear fit.

ably by dry deposition of particle mass at the planet’s surface. In the cloud-free

atmosphere dry deposition is an important loss process for airborne particles(e.g.,

Sehmel, 1980; Businger, 1986). The deposition velocity is defined by the deposi-

tion flux (sedimentation + eddy flux) divided by the airborne concentration. Many

factors such as meteorological conditions, surface roughness, particle properties and

their size distribution influence the deposition velocity. Unfortunately, no additional

ground measurements were available to obtain information on this process for my ob-

servations. However, dry deposition velocities of the order of −(0.2–1.0) cm s−1 for

accumulation and coarse mode particles have often been published (e.g., Gallagher

et al., 1997; Horváth, 2003; Meyers et al., 2006; Schmidt and Klemm, 2008; Pryor

et al., 2008) and agree well with the offset value of –1.1±0.8 cm s−1.

5.5 Conclusions

Previous work on vertical exchange of particles was only capable of deriving particle

fluxes (Schmidt and Klemm, 2008; Buzorius et al., 2006; Dorsey et al., 2002) with

in situ techniques. These methods deliver only valuable results for describing local
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fluxes from specific sources on relatively small scales. In contrast, the unique method

developed in this work is capable of deriving vertical fluxes of particles which are

representative of a much larger scale. The remote-sensing technique allows to obtain

measurements throughout the entire PBL, up to the entrainment zone. Especially the

entrainment flux, which is a determining factor for aerosol transport into the FT, can

be studied. Comparing my data to ground-based measurements (e.g., Schmidt and

Klemm, 2008), I found that the entrainment process in the upper half of the CBL

transports about one order of magnitude more particles with respect to mass than the

turbulence at the ground. This strong transport is primarily caused by the intense up-

drafts and downdrafts which are found in the Ekman layer during convective periods.

While the in situ technique is capable of measuring the number density of particles

on time scales of one second, measurements of particle number-size distributions or

total volume concentration takes a longer averaging time. For this reason mainly

number fluxes have been presented before. In this work it was shown that the tur-

bulent flux of the particle volume can be obtained. The volume flux can then be

translated into a mass flux with an assumption of the volume-mean particle density.

Lidar is sensitive to optically active particles with radii larger than 50–80 nm, only,

which excludes the nucleation- and Aitken-mode particles from the observations.

However, the accumulation- and coarse-mode particles significantly contain most of

the aerosol volume and mass. Additionally, lidar helps to determine the ambient

aerosol mass which is not necessarily a conservative quantity. More sophisticated

treatment is required especially if hygroscopic growth plays a role. For this reason,

I restricted the application of the presented method for flux measurements with lidar,

as a first step, to dry CBL developments.

The eddy-correlation method was found to work well for convective situations.

Because the large eddies contribute mostly to the turbulent transport, I have found

that the temporal resolution of several seconds of the lidar systems is high enough

to cover the major part of the flux spectrum. Of course, this finding is in contrast to

ground measurements where small scale turbulence caused by mechanical processes

is the primary factor for the vertical exchange. Therefore, this method is limited to

measurements above the surface layer.

The eddy-correlation method itself has its downsides, too. Gravity waves, roll

vorticities, and strong isolated thermals can have significant influence on the derived

result, because the assumption of stationarity of the time series is violated. Therefore,
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it was a manual task to check the applicability of the method to each single time

series.

Several error sources were investigated. I have found the sampling error to be

the major error source for the measurements from a fixed-point ground-based flux

measurements. For certain situations this error can reach values of up to 90% even

for averaging intervals of 90 min.

It has been shown that the microphysical parameters which were obtained by op-

tical and in situ methods at IfT are consistent. However, this finding cannot be gen-

eralized, especially if the inversion algorithm is applied several hours after the flux

measurement. Hence the second major source of errors was found to be the conver-

sion of optical to microphysical parameters by inversion. Uncertainties of the abso-

lute values of the aerosol mass flux of up to 50% have to be considered here. Even

though the investigated scenarios show very good agreement with in situ methods

it must be kept in mind that further developments on multiwavelength lidar systems

(e.g., daytime capabilities) and on the inversion scheme are needed to minimize these

errors (Müller, 2008, personal communication). Thus both methods (in situ and lidar)

should be operated simultaneously in future to get a direct link between the optical

and microphysical parameters.

I found the instrumental (noise) errors of the measured time series of particle

backscatter and wind to be almost negligible against the two uncertainties discussed

above. They are on the order of 5%. In contrast to earlier remote sensing mea-

surements of turbulent fluxes that have been done by Senff et al. (1994), Wulfmeyer

(1999) and Giez (1996), the random error was dramatically reduced by use of the ap-

propriate remote sensing technique. While the former two publications have revealed

limitations on the determination of vertical wind by the Radar-RASS technique, the

latter work shows significant noise contribution from the high-resolution water-vapor

measurements from DIAL.
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This work focussed on the derivation of turbulent particle fluxes and thus the investi-

gation of vertical exchange by large eddies in the convective boundary layer (CBL). I

combined synchronous measurements with the coherent Doppler lidar WiLi and the

aerosol Raman lidar MARTHA in the suburbs of Leipzig at the Leibniz Institute for

Tropospheric Research (IfT).

In a first step, the systems were set up to obtain combined measurements. The

data acquisition software of WiLi was redesigned and the system was installed in

a container, which was operated close to the Raman lidar. Then MARTHA was

equipped with an additional analog channel for high-resolution measurements of the

profiles of the particle backscatter coefficient at 532 nm, β p
532(z). Additionally, the

data acquisition software for this channel was developed which also has a special

design for synchronization of both instruments. In this configuration, the wind lidar

and the Raman lidar were able to measure profiles of the vertical wind velocity w(z)
and of the particle backscatter coefficient β p

532(z) with accuracies of 0.05–0.1 m s−1

and 0.05–0.1 Mm−1sr−1, respectively, within the planetary boundary layer (PBL) and

aerosol layers above. The temporal resolution of the measurements was 5 s.

Secondly, a method to determine vertical profiles of turbulent particle mass fluxes

exclusively determined from lidar observations was successfully developed and ap-

plied. The eddy-correlation technique was used and hence the covariance of the fluc-

tuations w′β ′ was determined. Special care was taken in order to select the investi-

gated time periods with respect to error minimization. By use of a lidar data inversion

algorithm, the covariances were translated into aerosol mass fluxes. It was confirmed

that the microphysical aerosol parameters, especially the mass-to-backscatter ratio

were invariant during the observed periods which is an essential assumption for the

application of the method.

The data used for this work were obtained during 2006 and 2007. At all, 27 aerosol

flux profiles could be derived for seven selected days of measurements. Two of these
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observational days were selected for detailed case studies. At first, aerosol mass

fluxes within a dry CBL were derived for 12 September 2006. The results from this

study are very consistent with the observed PBL growth rates. Maximum vertical

fluxes of 2.6±1.0 μg m−2s−1 were found in the entrainment zone between the up-

per part of the PBL and the free troposphere during the time of strongest convective

mixing. Later, when the CBL almost reached its full extent, the maximum fluxes

were about 1.2±0.8 μg m−2s−1. The major transport was found to be caused by large

eddies of 1.2–2.0 km size which is consistent with the observed CBL height zi. How-

ever, the whole spectrum of transport reached from eddy sizes of 250 m to larger

scales of up to 25 km.

For the second case study a maximum entrainment flux of 2.5±0.9 μg m−2s−1 was

found after 0930 UTC, which is similar to the maximum flux found in the prior case.

Additionally, an interesting situation developed during the day, when an increased

ambient aerosol mass was observed at the upper part of the CBL. This aerosol-mass

gradient decreased to zero in about 3–4 hours because of the ongoing convective pro-

cesses. Thus downward fluxes could be observed below heights of 1.2 km. The

largest downward flux was about –1.5±0.5 μg m−2s−1. At the same time, the en-

trainment flux remained almost constant until 1400 UTC. The involved eddy sizes

were about 400 to 5 km.

In the following, the remaining days with dry CBL developments during the mea-

surement period 2006 and 2007 were evaluated and the profiles of the vertical aerosol

mass fluxes could be determined. Entrainment fluxes of (0.045±0.025)ms−1 ×Md

were found on average. The correlation coefficient between the observed growth rates

of the CBL and the measured entrainment fluxes was found to be 0.7.

Future plans are that this unique technique will be used to study the vertical aerosol

transport in highly polluted regions of the world with special emphasis on Asian

megacities. For these studies, usually the Doppler lidar WiLi is operated together

with the transportable six-wavelength lidar of the IfT. It is planned to add an addi-

tional direct-detection lidar using the wavelength of 532 nm to the WiLi system in

order to measure the particle backscatter coefficient with high-resolution from this

system, as well. The multiwavelength observations would then be performed by the

colocated six-wavelength lidar.

Correlated measurements of (particle) fluxes by ground-based in situ or airborne

instruments and the introduced lidar method, however, would complement each other
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very well. The measured flux profiles showed strong variations for different heights.

Therefore, the method of lidar observations of vertical particle fluxes is indispensable

when observing aerosol fluxes in the PBL.

With this work I developed a method and began to characterize the comprehensive

life cycle of atmospheric aerosol particles within the PBL with special emphasis on

vertical transport. The future work includes special characterization of these pro-

cesses with respect to humidity growth of aerosol. Many open questions still remain

on how non-conservative scalars (like the ambient aerosol mass in humid environ-

ments) should be treated. Additionally, the process of vertical transport of aerosols

into clouds is of high interest.
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Figure 6.1: Boundary-layer cumulus clouds on 6 July 2006. Top: temporal evolution
of the range-corrected signal at 532 nm. Bottom: vertical wind for the same time
interval.

An example measurement is given in Fig. 6.1. The temporal development of

boundary-layer clouds is shown as they advected over the lidar site on 6 July 2006.

The top graph shows the range-corrected signal from the analog channel. Below, the

vertical wind speed is given. Four different updraft regions are found between 1400

and 1515 UTC [0–3]. Air parcels in the updraft [0] at 1407 UTC rose with 3–4 ms−1
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up to a height of 1300 m. The condensation level was not reached at that time and

hygroscopic particle growth is not apparent. In contrast, the updraft [1] at 1645 UTC

just reached the condensation level at 1550 m height. The signal drop above indicates

the newly formed cloud. Below, from 1400–1550 m particle growth by water uptake

increased the lidar signal. At 1425 UTC [2] turbulent boundary-layer clouds were ob-

served. Apparently, they could not be penetrated by the laser beam and no backscat-

tered radiation is detected from above. Shortly after the cloud, a strong downdraft

(2 ms−1) transported clean and dry air from the free troposphere downwards into

the CBL. The cloud at 1500 UTC [3] is characterized by less vertical motion below

(1 ms−1). Additionally, the cloud base is not ragged anymore compared to the cloud

[2]. This suggests that the turbulence within the cloud slowed down, already.

This example shows clearly that experiments with combined measurements of tem-

perature and water-vapor concentrations are necessary. These two parameters play an

important role for the alteration of aerosol particles. Thus humidity and temperature

have to be measured simultaneously if further studies are performed. Nowadays,

these data can be determined from lidar measurements with the appropriate systems

on the time scale of 30–60 s, which is appropriate for flux measurements, too.

A new development at the IfT offers the possibility to derive microphysical prop-

erties of cloud droplets by use of multi-field-of-view lidar measurements (Schmidt,

2009). The combination of my work together with this new approach would allow to

study the influence of aerosol transport into clouds on the cloud droplet size and thus

the indirect aerosol effect directly and under atmospheric conditions.
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List of symbols

Symbol Unit Description

Roman letters

A0 V amplitude of the laser pulse [model M(t)]
Aasym 1 asymmetry factor

Achirp MHz μs−1 laser frequency chirp

Add V factor of direct-detection contribution

Aoffset V offset voltage

Atrend V s−1 linear trend

At m2 telescope area

å 1 Ångström exponent

åβ 1 backscatter-related Ångström exponent

a
K

1 Kolmogorov’s constant

B j 1 base functions

Cϕ,ψ [ϕ]× [ψ]×Hz−1 cospectrum of ϕ and ψ
c μg cm−3 concentration of an air constituent

c
L

ms−1 speed of light

D m horizontal lidar displacement

Dp nm particle diameter

Ekin,t m2 s−2 turbulent kinetic energy

Fϕ [ϕ]×ms−1 turbulent flux of ϕ
Fp μg m−2 s−1 turbulent flux of particle mass

f j 1 weight factors

gp m−1 vector of optical particle properties

Kϕ m2 s−1 eddy diffusivity coefficient

Kp m−1 kernel functions

k m−1 wavenumber

M(t) V beating signal of the laser pulse
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Symbol Unit Description

Md μg cm−3 particle mass concentration

N
L

1 number of averaged laser shots

N
R

m−3 number density of the nitrogen molecules

ň 1 complex refractive index

O(z) 1 overlap function at distance z

P0 W average power of a laser pulse

Pλ (z) W lidar signal at distance z

Qϕ,ψ [ϕ]× [ψ]×Hz−1 quadrature spectrum of ϕ and ψ
R nm particle radius

Rϕϕ(l) [ϕ2] autocovariance function at lag l

rϕϕ(l) 1 autocorrelation function at lag l

reff nm effective particle radius

Sϕ(i) [ϕ]2 ×Hz−1 energy spectrum of ϕ at frequency bin i

Šϕ,ψ [ϕ]× [ψ]×Hz−1 cross spectrum of ϕ and ψ
Sd μm2 cm−3 particle surface area concentration

Sp
λ0

sr particle lidar ratio at wavelength λ0

S̃w 1 skewness of vertical velocity

T s length of a time series

t s time

Δt s sampling interval of a time series

u1,u2,u3 ms−1 velocity components

un ms−1 velocity perpendicular to a surface

Vd μm3 cm−3 particle volume concentration

υ(R) μm3 cm−3 nm−1 particle volume concentration per interval dR

w ms−1 vertical wind speed

z m height above ground

zi m height of the convective boundary layer

Greek letters

α Mm−1 extinction coefficient

αp
λ0

Mm−1 particle extinction coefficient at wavelength λ0

β Mm−1 sr−1 backscatter coefficient
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Symbol Unit Description

β p
λ0

Mm−1 sr−1 particle backscatter coefficient at wavelength λ0

Γϕ [ϕ] discrete Fourier transform of ϕ
γa [ϕ]×m−1 countergradient

ε m2 s−3 energy dissipation rate per mass unit

εmath μm3 cm−3 nm−1 mathematical residual error of υ(R)
εexp

p Mm−1 error of measured optical data gp

ηλ 1 receiver efficiency at wavelength λ
Θ °C temperature

Θp °C potential temperature

Λ s or m integral time or length scale

λ m wavelength

ν Hz frequency

νi Hz frequency at bin i

ν0 Hz frequency of transmitted laser radiation

Δνint MHz intermediate frequency offset

Δν MHz frequency interval of a spectrum

Δν
D

MHz Doppler shift

ξn Mm−1sr−1 or ms−1 linear fit of the time series of β p or w

ρp g cm−3 particle density
dσ(π,λ0)

dΩ Mm2 sr−1 Raman backscattering cross section of nitrogen

σ2
ϕ [ϕ]2 variance of ϕ

σ2
F,samp μg2 m−4 s−2 sampling error variance of the turbulent flux

τ 1 aerosol optical depth

τ
L

ns laser pulse length

φ 1 phase
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