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The representation of warm convective clouds in atmospheric models and satellite
observations can considerably deviate from each other partly due to different spatial
resolutions. This study aims to establish appropriate metrics to evaluate high-resolution
simulations of convective clouds by the ICON Large-Eddy Model (ICON-LEM) with
observations from Meteosat SEVIRI over Germany. The time series and frequency
distributions of convective cloud fraction and liquid water path (LWP) are analyzed.
Furthermore, the study focuses on size distributions and decorrelation scales of warm
convective cloud fields. The investigated metrics possess a pronounced sensitivity to the
apparent spatial resolution. At the fine spatial scale, the simulations show higher occurrence
frequencies of large LWP values and a factor of two to four smaller convective cloud
fractions. Coarse-graining of simulated fields to the optical resolution of Meteosat
essentially removes the differences between the observed and simulated metrics. The
distribution of simulated cloud sizes compares well with the observations and can be
represented by a power law, with a moderate resolution sensitivity. A lower limit of cloud
sizes is identified, which is 8–10 times the native grid resolution of the model. This likely
marks the effective model resolution beyond which the scaling behaviour of considered
metrics is not reliable, implying that a further increase in spatial resolution would be
desirable to better resolve cloud processes below 1 km. It is finally shown that ICON-LEM
is consistent with spatio-temporal decorrelation scales observed with Meteosat having
values of 30 min and 7 km, if transferred to the true optical satellite resolution. How-
ever, the simulated Lagrangian decorrelation times drop to 10 min at 1 km resolution,
a scale covered by the upcoming generation of geostationary satellites.
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1. Introduction

The realistic representation of clouds in general circulation
models (GCMs) in general, and convective clouds in particular,
remains a fundamental challenge of climate research (Bony
et al., 2015). This difficulty arises in part from the coarse
horizontal resolution (∼100 km) of GCMs, which does not allow
one to resolve individual clouds nor the underlying turbulent,
microphysical and convective processes. Instead, subgrid-scale
processes below the model resolution have to be parametrized.
To evaluate and improve these parametrizations, and to advance
our understanding of the effects of such small-scale processes,
the characterization of the spatio-temporal characteristics of

convective clouds across all relevant scales based on observations
and high-resolution models is essential. Towards this goal,
suitable metrics for comparing observations and model results
are required, and their sensitivity to the spatial resolution of the
underlying data needs to be quantified.

Weisman et al. (1997) reported a strong sensitivity of the
temporal evolution of convective cloud systems to the grid
resolution of the atmospheric model. They also demonstrated
that a resolution below 1 km is necessary to resolve the cellular
structure of cumulus clouds. The cloud size distribution and
the morphology of simulated clouds has also been found to be
sensitive to the horizontal resolution (Nagasawa et al., 2006).
Brown (1999) showed that the cloud size distribution is clearly
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shifted towards smaller clouds if the grid resolution of their large-
eddy simulation (LES) model is increased up to 20 m. They also
found that the higher frequency of smaller clouds is compensated
by a reduction of larger clouds, resulting in no significant change
of the total cloud fraction (CF). In contrast, Neggers et al. (2003)
demonstrated that the sizes of the dominating clouds are robust in
their LES model considering a horizontal grid spacing from 25 to
100 m. Heus and Seifert (2013) tracked shallow cumulus clouds
in a LES with 25 m grid resolution covering a relatively large
domain, and investigated the resulting cloud size distributions.
Applying different liquid water path (LWP) thresholds for cloud
masking, a power law dependency was observed, with exponents
ranging from −2.2 to −2.9. Moreover, they found the cloud size
distributions for different resolution set-ups start to converge
if only clouds larger than the effective model resolution are
considered. The latter was assumed to be six times the grid
resolution in their study. Dorrestijn et al. 2012) pointed out that
a spatial resolution of at least 100 m is required to realistically
resolve convective dynamics of small-scale clouds in numerical
models. At the same time, large-domain calculations are needed to
obtain meaningful cloud statistics (Stevens et al., 2002). Based on
30 m resolution Landsat observations, Koren et al. (2008) showed
that, as the spatial resolution of the satellite sensor decreases,
an increasing fraction of small clouds are missed. Cloudy
pixels also increasingly contain significant clear-sky contributions
from the cloud-free surface. Overall, the CF was found to be
strongly overestimated due to the resolution sensitivity. The
described effects will result in signficant and resolution-dependent
uncertainties in derived cloud properties, and highlight the
sensitivity of satellite products to sensor resolution.

Due to the increasing capacity of supercomputers, large-
domain simulations at a cloud-resolving scale are becoming
feasible, and show, for example, a better timing of the diurnal
cycle of convection (Hohenegger et al., 2008). Within the High
Definition Clouds and Precipitation for Climate Prediction
(HD(CP)2) project, a number of LESs were conducted with
the ICOsahedral Non-hydrostatic (ICON) atmospheric model
(Dipankar et al., 2015) covering a large domain over Germany.
These ICON-LEM runs were carried out on a 156 m grid, and thus
partially resolve turbulence and large eddies, and allow study of
their influence on shallow cumulus convection. A comprehensive
evaluation of the ability of ICON simulations to reproduce the
general thermodynamic and cloud-precipitation characteristics
was performed by Heinze et al. (2016). This resulted in the
overall agreement that high-resolution ICON-LEM simulations
enable an improved understanding of cloud and precipitation
processes, and can serve as reference for the development of novel
cloud parametrizations in GCMs. Our study extends the efforts
of Heinze et al. (2016) and assesses the representation of warm
convective cloud fields including their spatio-temporal variability
in more detail.

One challenge for the evaluation of high-resolution and large-
domain simulations is the lack of suitable reference observations.
Polar-orbiting satellite instruments like MODIS provide global
datasets with high spatial resolution (∼250–1000 m), but do not
allow to evaluate the temporal evolution of convective cloud
fields. In contrast, the geostationary Meteosat satellites observe
Central Europe with a 5 min repeat cycle, but only at a nadir
resolution of ∼3 km, which is relatively coarse in comparison to
the typical size of warm convective clouds. Nevertheless, Meteosat
offers the unique opportunity to characterize both the spatial and
the temporal variability of small-scale convective cloud fields,
and to use these characteristics for model evaluation. Towards
this goal, Bley et al. (2016) introduced metrics to characterize the
spatio-temporal evolution of convective cloud fields. Considering
the fields of the retrieved liquid water path, a characteristic
decorrelation time-scale of 30 min in a Lagrangian reference
frame, and a decorrelation length-scale of 7 km was identified.
However, these scales are only valid at the coarse horizontal
resolution of Meteosat (∼3.1 × 6 km2), and a decrease of the

Figure 1. ICON-LEM domain and its two nests with grid refinement. The open
lateral boundaries are relaxed towards the COMSO-DE analysis (Heinze et al.,
2016). [Colour figure can be viewed at wileyonlinelibrary.com].

decorrelation time when considering the high-resolution visible
(HRV) channel with 1.2 × 2.1 km2 horizontal resolution was also
observed. This suggests a strong resolution dependency of the
decorrelation scales on spatial resolution. Typical lifetimes of
cumulus clouds simulated by LES lie between 20 and 40 min, but
small clouds dissipate much faster after a few minutes (Jiang et al.,
2006).

The central goal of the present study is to establish appropriate
metrics to evaluate the representation of convective cloud fields
in ICON-LEM with observations from the Spinning Enhanced
Visible and Infrared Imager (SEVIRI) on board Meteosat, and to
investigate the effects of model and sensor resolution. The main
research questions can be summarized as:

(i) Does ICON-LEM realistically simulate the CF frequency
distribition of LWP, as well as the horizontal structure and
temporal evolution of convective cloud fields?

(ii) How sensitive is the comparison of satellite observations
and model results to the spatial resolution of the satellite
instrument and model grid?

(iii) Can we understand some limitations of the Meteosat
observations using the much higher-resolved ICON-LEM
results?

For this study, ICON-LEM simulations are carried out with three
horizontal grid resolutions of 156, 312 and 625 m. This allows us to
analyze differences in the cloud fields arising from different model
resolutions, and to separate model-inherent resolution effects
from those resulting from a coarse-graining of the model outputs.

The ICON-LEM, COSMO-DE and Meteosat data used in this
study are briefly described in section 2. Results are presented and
discussed in section 3. The main conclusions and an outlook are
given in section 4.

2. Data and methods

2.1. Simulations

The ICON-LEM model is based on the unified modelling system
for climate and numerical weather forecast ICON (ICOsahedral
Non-hydrostic), which has been extended to a LES that partially
resolves turbulence and convection within the HD(CP)2 project.
For the unresolved scales, a new three-dimensional turbulence
scheme based on the classical Smagorinsky scheme has been
implemented on a triangular grid (Dipankar et al., 2015).

Within the project, four ICON-LEM runs have been performed
for 24–26 April and 2 May 2013 with a very high spatial resolution
of 156 m over a large domain covering Germany (Figure 1). The
four simulated days comprise a range of typical weather conditions

c© 2017 The Authors. Quarterly Journal of the Royal Meteorological Society
published by John Wiley & Sons Ltd on behalf of the Royal Meteorological Society.

Q. J. R. Meteorol. Soc. 143: 2050–2060 (2017)



2052 S. Bley et al.
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Figure 2. Case-study over the HD(CP)2 domain on 25 April 2013 at 1430 UTC
with (a) the high-resolution natural colour RGB image from Meteosat
O(1×2 km2), (b) the cloud liquid water path (LWP) retrieved from Meteosat
O(4×6 km2), (c) simulated by ICON-LEM O(156 m) and (d) simulated by
COSMO-DE O(2.8 km). The cyan colours identify high cirrus clouds and deep
convective cloud systems that contain ice particles, attributable to the strong
absorption in the near infrared 1.6 μ m channel. All frozen cloud fraction is
visually filtered out by the white mask in (b)–(d). [Colour figure can be viewed
at wileyonlinelibrary.com].

for Germany and the spring season. One-way nesting of ICON-
LEM simulations is performed with grid refinement steps ranging
from 624 to 312 m and 156 m in the innermost domain. As the grid
spacings of the ICON-LEM runs are somewhat higher than those
used typically in LES models for cloud studies, these runs could
also be classified as ‘near-LES’ experiments (Mechem et al., 2012).

ICON-LEM is used in a real-case configuration with prescribed
lateral boundary conditions and a nesting approach (Heinze et al.,
2016). ICON-LEM is not run in a semi-idealized set-up like most
other LES models, but uses the realistic land surface model TERRA
which is also used in COSMO-DE (Heinze et al., 2016). Each
simulation day is initialized at 0000 UTC from the operational
COSMO-DE analysis and runs for 24 h. The two-moment mixed-
phase bulk microphysical parametrization of Seifert and Beheng
(2005) is applied.

Apart from the great challenge to carry out such high-
performance simulations at the German Supercomuting Centre
(DKRZ), massive storage capacities are also needed to write the
model output to disk (Heinze et al., 2016). Data output of 50
terabytes was generated for one day of simulation. The three-
dimensional model variables were mapped to a regular grid with
1 km grid spacing and written out every hour. Variables on the
unstructured high-resolution model grid were written to files
only once or twice a day during MODIS overpasses. The two-
dimensional data output for the cloud properties is archived at
156, 312 and 625 m grid spacing and a 1 s time frequency, albeit
sub-sampled to 1 min time steps for the present study to reduce the
computing time for the analysis. Simulations from all three nests
are compared. To avoid precipitation and glaciation effects that
could influence the evolution of total cloud water, only the LWP is
considered. Furthermore, to increase comparability to the satellite
observations, we removed all columns of LWP that contain less
than 1 g m−2 to reflect the sensitivity limit of the satellite sensors.

For comparison, COSMO-DE simulations have been carried
out based on the operational set-up with 2.8 km horizontal grid
resolution, but with the two-moment microphysical scheme also
used in ICON-LEM (Seifert and Beheng, 2005). The initial and
boundary conditions are prescribed by COSMO-EU on 7 km
horizontal resolution. The COSMO-DE output has a 15 min
temporal resolution, and contains the atmospheric pressure,
temperature, water vapour mixing ratio and liquid water mixing
ratio, which are used for calculation of the LWP. The liquid water
mixing ratio already includes the subgrid-scale cloud information
as used in the radiation scheme.

The performance of ICON-LEM in terms of boundary-layer
variables, clouds and precipitation has already been evaluated by
Heinze et al. (2016) using a comprehensive database including
in situ and remote-sensing observations as well as reference
model data from the COSMO-DE model. The key results of
their study can be summarized as follows. COSMO-DE and
ICON-LEM show a similar good performance with respect to
cloud distributions and the large-scale situation, as both models
are forced with nearly identical initial and boundary conditions.
In ICON-LEM, shallow cumulus clouds are simulated as too
large, which is likely attributable to the effective model resolution.
Applying the ICON-LEM output to forward simulations relying
on the look-up table-based Method for Fast Satellite Image
Synthesis (MFASIS; Scheck et al., 2016) shows similar cloud size
distributions to the observations for cloud sizes between 1 and
100 km. Heinze et al. (2016) also show substantial improvements
in the variability of the ICON-LEM LWP in 25×25 km2 grid
boxes compared to COSMO-DE.

2.2. Observations

Satellite data are taken from SEVIRI, which is the main payload
on board the geostationary Meteosat Second Generation (MSG)
satellites operated by EUMETSAT. The LWP is calculated using
the Cloud Physical Properties retrieval (CPP; Roebeling et al.,
2006) developed in the framework of the Satellite Application
Facility on Climate Monitoring (CM SAF; Schulz et al., 2009). The
lower part of the LWP distribution might be under-represented
by MSG due to its detection limit, which mainly affects thin cirrus
clouds and low small cumulus clouds. These highly variable clouds
cause large uncertainties in the MSG retrieval of cloud optical
thickness (τ ) and droplet effective radius (re), and further lead to
an underestimation of the LWP due to the plane-parallel albedo
bias. Geostationary satellite retrievals generally underestimate
the LWP especially for broken cumulus clouds (e.g. Marshak
et al., 2006; Wolters et al., 2010). This effect also depends on
the viewing geometry (Horvath et al., 2014), and causes LWP
uncertainties that influence the spatio-temporal characteristics of
convective cloud fields. In the following, all ice-containing clouds
have been identified with a cloud phase flag and filtered out. This
has been done to emphasize the focus on liquid water clouds of
the present study. However it should be noted that cloud phase
determination from satellite is also subject to some uncertainties.
The standard nadir sampling resolution of SEVIRI is ∼ 3×3 km2

with a 5 min repeat cycle in the rapid scan mode. However, the
horizontal resolution decreases for an increasing distance from
the Equator due to the viewing geometry, having a pixel area of
about ∼3.1×6 km2 in the centre of our domain. The real optical
resolution of MSG is lower as characterized by the modulation
transfer function (MTF) and the pixels are oversampled in the
image rectification process by a factor of about 1.6 (Deneke and
Roebeling, 2010). Thus the effective area of a pixel is slightly larger
than the actual sampling resolution.

2.3. Scene selection

From the simulated ICON-LEM days, we selected two types
of scene. First, domain-scale cloud scenes from one particular
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day, 25 April 2013, were selected for the investigation of LWP
frequency distribution (FD) and time series (TS) as well as the
distribution of cloud sizes. For this day, Figure 2 shows the
modelled and satellite-retrieved fields of LWP at 1430 UTC.
To provide an overview of the synoptic situation and the
thermodynamic phase of clouds, the satellite observations are
shown as day natural colour red-green-blue (RGB) composite
(Lensky and Rosenfeld, 2008). We eliminate the effect of larger-
scale cloud fields that are advected into the model domain from
the northwest by only considering the lower half of the domain
for the calculation of FD and TS. Furthermore, cloud cover that
touches the evaluation domain borders has been removed.

Second, we consider local-scale cloud scenes of a size of around
62×62 km2 from all four simulated days. Corresponding boxes
have a size of 400×400 (24×24) grid cells for ICON-LEM
(COSMO-DE) simulations and are centred around developing
warm convective cloud fields. This box size has been chosen
to ensure preferably homogeneous advection conditions for an
accurate tracking and to comprise a sufficient number of warm
convective clouds at the same time to obtain robust cloud field
statistics. However, the cloud cases have been subjectively selected,
imposing an upper limit on cloud faction of 0.4 and 0.8 for ICON-
LEM and COSMO-DE fields, respectively. A set of ten cloud
cases is identified and tracked forward in time. A Fast Fourier
Transform is used to calculate the spatial phase shift, determined
by the maximum correlation (Anuta, 1970). This phase shift is
finally transformed into a pixel shift for each of the 1 min time
steps. For the local-scale cloud scenes, relations between average
cloud aspect ratio and viewing angle dependence as well as the
effects of resolution on spatio-temporal decorrelation scales are
investigated on this data basis.

We do not expect ICON-LEM and COSMO-DE to perfectly
match the MSG observations for small-scale convective clouds
with respect to time and location. Rather we aim to compare
the general statistics of simulated spatio-temporal decorrelation
scales with the observational results obtained between April and
July 2013 in our earlier study (Bley et al., 2016).

2.4. Spatial resolution

The spatial resolution is a fundamental characteristic of
atmospheric models and satellite instruments, which can
influence not only the cloud properties but also the whole cloud
field statistics, such as the distribution of cloud sizes and CF
(Koren et al., 2008). Particularly for the characterization of
warm convective cloud fields, the spatial resolution needs to be
considered carefully.

We emphasize that there can be an inherent difference between
the resolution at which the data are provided, called the native
resolution here, and the optical or effective resolution, for
satellite observations and model simulations, respectively. For
Meteosat observations, the optical resolution is lower than the
native resolution, by a factor of 1.6 (section 2.2 gives details).
For numerical simulations, the effective resolution is always
coarser than the native grid resolution and represents a range
at which the variability of physical processes can be resolved.
With the term ‘native resolution’ we are assigning the grid
spacing of the model data and the original pixel size of the
satellite data in the present study. For the comparison of data
at very different native resolutions, a third type of resolution,
the coarsed-grained resolution comes into play which is used
to convert the higher-resolved data into their lower-resolved
counterpart. The ICON-LEM model has three different native
grid resolutions, which are abbreviated by O(156 m), O(312 m)
and O(625 m) in the present study. The COSMO-DE model has
a spatial resolution of O(2.8 km) and the Meteosat native pixel
resolution is O(3.6×6 km2) for the narrowband channels and
O(1.2×2 km2) for the HRV channel. As stated above, the optical
resolution of Meteosat is a factor 1.6 larger than the native pixel

resolution. Hence, for comparison of ICON-LEM and Meteosat
warm convective cloud fields, a coarse-graining of ICON-LEM
cloud fields to 7 km average pixel size is performed, although
ignoring the anisotropy in the observation grid.

The coarse-graining is performed sequentially. The original
field is divided into small subdomains of 2×2 size for which the
average is calculated and retained. After the first coarse-graining
step, the resulting field hassmaller pixel size by a factor of four. σ
represents the number of coarse-graining iterations. The ICON-
LEM cloud fields are gradually coarse-grained to 156 × 2σ m
until 7000 m spatial resolution is reached. COSMO-DE is coarse-
grained to 5.6 km resolution. For the coarse-grained cloud fields,
to avoid confusion over the origin of these cloud fields, the
following notation is introduced: C(native resolution→coarse-
grained resolution).

3. Metrics

In this section, results from the investigated metrics are presented
and discussed. As metrics for the evaluation of warm convective
clouds in the ICON-LEM model with Meteosat observations and
COMSO-DE data, we first consider the frequency distribution
and time series of LWP and CF. The effect of the cloud aspect
ratio, spatial resolution and viewing geometry is subsequently
addressed. In the following, the frequency distribution of cloud
sizes is analyzed for the native resolution and coarse-grained to the
optical resolution of Meteosat. The power laws are also compared
to the observations. Convective cloud field tracking is finally
applied to evaluate the decorrelation time- and length-scales.
The model results are related to spatio-temporal characteristics
achieved in Bley et al. (2016). The main focus of these investigated
metrics lies on the spatial resolution sensitivity.

3.1. Frequency distribution of LWP

Figure 3 shows an example LWP distribution for a local-scale
cloud field from the ICON-LEM model over southern Germany
on 25 April 2013 at 1300 UTC. The image demonstrates how a
warm convective cloud field is captured by the optical Meteosat
resolution of 7 km (right-hand side). The fine LWP structures
that are simulated by ICON-LEM O(156 m), O(312 m) and
O(625 m) (left-hand side) are completely smoothed down by a
coarse-graining to 7 km with a substantial decreasing frequency of
high LWP values. Coarse-graining of the LWP fields additionally
leads to a strong increase in the CF, because larger clouds grow
faster in the coarse-graining than smaller clouds disappear in the
gaps (Koren et al., 2008). For the case example in Figure 3, the CF
of 0.23 in ICON-LEM O(156 m) is increased to 0.69 when going
to ICON-LEM C(156 m → 7 km). Also, the spatial decorrelation
length (λ) changes drastically from λ = 733 m to λ = 4531 m,
implying that the cloud sizes are increasing and that a part of the
texture information is lost. λ represents a measure of the change
of spatial coherence of the horizontal cloud field structure, and
indicates how far the box can be still displaced before the LWP
structure between the displaced and the initial cloud field is
decorrelated (Bley et al., 2016). The resolution sensitivity of CF
and λ is discussed in more detail in sections 3.3 and 3.5.

Most of the fine LWP structure from ICON-LEMO(156 m) can
be still obtained from ICON-LEMC(156 m → 1250 m). However,
coarse-graining to 7 km clearly eliminates the original 156 m
structure. Every pixel in the 7 km box includes a substantial
amount of unresolved sub-pixel variability. Using complementary
data from the HRV channel with 1.2×2 km2 resolution can help
to resolve a part of this variability (Bley et al., 2016).

Figure 3 further indicates a nonlinear relation between
the spatial resolution and CF as well as λ. The change in
LWP structure, CF and λ is much more pronounced between
C(156 m → 625 m) and C(156 m → 2500 m) than between
O(156 m) and C(156 m → 625 m), although the resolution is
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Figure 3. Example of a local-scale ICON-LEM 62×62 km2 cloud field showing the LWP over Southern Germany on 25 April 2013. The first row shows the native
resolution and coarse-grained cloud fields, originated from ICON-LEM O(156 m), the second row from ICON-LEM O(312 m) and the third row from O(625 m).
The grey backgroud indicates cloud-free areas; λ is the decorrelation length and CF the convective cloud fraction for each cloud field. [Colour figure can be viewed at
wileyonlinelibrary.com].

Figure 4. Probability density function (PDF) of the domain-scale LWP with
warm convective clouds retrieved by MSG (black) and simulated by ICON-LEM
C(156 m → 7 km) (blue solid) and COSMO-DE C(2.8 km → 5.6 km) (red solid)
on 25 April 2013 between 0900 and 1530 UTC. The dashed lines indicate the
ICON-LEM O(156 m) and COSMO-DE O(2.8 km) functions at their native
resolution. [Colour figure can be viewed at wileyonlinelibrary.com].

quadrupled in both cases. This is most likely related to the
effective resolution of the model and will be discussed in detail in
section 3.5

The domain-scale LWP frequency distribution averaged
between 0900 and 1530 UTC is presented in Figure 4. ICON-LEM
and COSMO-DE are coarse-grained towards Meteosat resolution
for a solid comparison. The original ICON-LEM O(156 m) and
COSMO-DE O(2.8 km) data are also shown for a demonstration
of the resolution sensitivity.

On the one hand, COSMO-DE at native resolution
underestimates the typical range of LWP values compared to
the observations – a situation that becomes even worse after
coarse-graining to C(2.8 km → 5.6 km). On the other hand, the
high-resolution simulations performed by ICON-LEM achieve
LWP values at native resolution that are more than one magnitude

larger. Coarse-graining brings the ICON-LEM LWP values closer
to the observations, but still a significant overestimation remains.
This might be a real model deficit and be caused by the fact
that too much water is accumulated at convection scales of 1 km
and more, which would have been distributed over much smaller
cloud scales in reality. A comparison of observed and simulated
cloud size distributions will be discussed in depth in section 3.4. In
general, Figure 4 reveals the strong resolution sensitivity of LWP.

Heinze et al. (2016) evaluated the combined liquid and ice
cloud water path (CWP) for all days over the full HD(CP)2

domain and concluded that ICON-LEM simulates clouds better
than COSMO-DE in comparison to the satellite-retrieved CWP.
The MODIS CWP retrieval was found to agree better with ICON-
LEM than the MSG retrieval, which is likely attributable to the
higher resolution of the MODIS instrument (1×1 km2). While
MODIS seems to be a better reference dataset to evaluate small-
scale cloud structures in ICON-LEM, only MSG as a geostationary
instrument with a high temporal sampling is able to resolve the
temporal evolution of warm convective clouds. The temporal
development of a warm convective cloud field is analyzed in the
next section.

3.2. Time series of LWP and CF

Due to the high spatio-temporal LWP inhomogeneity of warm
convective clouds, we do not expect a perfect agreement between
simulations and observations with respect to time and location of
individual cumulus clouds. Therefore, the evaluation of the LWP
time series is performed for the domain scale.

Figure 5 shows the time series of the in-cloud averaged LWP,
the CF and the area-average LWP, again for the native resolution
of MSG, ICON-LEM and COSMO-DE and for COSMO-DE
and ICON-LEM also coarse-grained. In contrast to the LWP
frequency distribution, the ICON-LEM C(156 m → 7 km) time
series is in a much better agreement with MSG than with COSMO-
DE C(2.8 km → 5.6 km). However, the upper quartile range is
substantially higher, in both the native and the coarse-grained
ICON-LEM distribution, which is also supported by Figure 4. The
MSG retrieval indicates an artifact around 1400 UTC which is
most likely caused by a particular scattering angle of∼135◦ around
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(a)

(b)

(c)

Figure 5. Time series of (a) the in-cloud LWP, (b) the CF and (c) the domain-
scale average LWP retrieved by MSG (black), and simulated by ICON-LEM
O(156 m) (cyan), ICON-LEM C(156 m → 7 km) (blue) and COSMO-DE
O(2.8 km) (orange) and COSMO-DE C(2.8 km → 5.6 km) (red). The in-
cloud LWP errorbars represent the interquartile range, CF errorbars
indicate the sensitivity of the CF on the LWP threshold of LWP>1 g m−2

(marker) and LWP>5 g m−2 (lower range). [Colour figure can be viewed at
wileyonlinelibrary.com].

the cloudbow caused by liquid water droplets (Cho et al., 2015).
In conclusion, this shows that also the time series of quartile values
of the in-cloud LWP is very sensitive to the spatial resolution.

This resolution sensitivity can be perfectly demonstrated
with the time series of the CF (Figure 5(b)). Understanding
the sensitivities and changes in CF is very important for
climate projections, but a reliable comparison between satellite
observations and model results of the CF is challenging due to
different aspects. Due to the detection sensitivity, MSG basically
excludes thin clouds with a LWP lower than 1 g m−2. A cloud
mask filter is consequently applied to the ICON-LEM, COSMO-
DE and MSG cloud fields, defining LWP pixels above 1 g m−2 as
cloudy, otherwise as cloud-free. The CF is also sensitive to the
LWP threshold which is applied for the CF in our study. We
therefore show the CF for LWP>1 g m−2 and LWP>5 g m−2 in
the present study.

Figure 5(b) shows that observed convective CF increases from
∼ 8% in the morning hours to a peak around 20% between
1300 and 1400 UTC. The simulated CFs at native model
resolution, which peak at 5% (9%) for ICON-LEM (COSMO-
DE), are significantly increased by coarse-graining. COSMO-DE
still remains below the observational level whereas ICON-LEM
slightly overestimates the peak values in the early afternoon. Both
simulations, but especially coarse-grained ICON-LEM, exhibit
an overestimation of the diurnal amplitude of convective CF.

Figure 6. Sketch of the projected location of a cloud on the surface, seen from
nadir perspective (blue) and from geostationary satellite perspective with a satellite
zenith angle of 60◦ (grey). [Colour figure can be viewed at wileyonlinelibrary.com].

However, the timing of the CF peaks seems to be in better
agreement for ICON-LEM and MSG. In the late afternoon, the
simulations and observation display a decreasing CF, which is
likely attributable to dissolving clouds or phase transition into ice
clouds due to cloud deepening. (Senf et al., 2015).

Figures 5(a) and (b) clearly demonstrate a sensitivity to
the spatial resolution, which affects the comparison between
observations and models. Figure 5(c) presents the area-averaged
LWP, which combines the in-cloud LWP and the CF and gives
information about the total liquid water amount within the
domain. Now the effect of the spatial resolution is eliminated,
only the cloud bow artifact in the MSG retrieval is still apparent.
A better agreement is found between ICON-LEM and MSG than
for the COSMO-DE LWP which significantly underestimates
the total amount of liquid water. From a budget point of view,
the efficiency of the liquid water production of water vapour is
significantly increased when going from convection-permitting
scales of COSMO-DE to very high resolution of ICON-LEM
(Baldauf et al., 2011). This increase goes even beyond the
observational values leading to an overestimation of simulated
convectively generated liquid water.

In conclusion, this analysis demonstrates that higher-
resolution simulations are able to reduce biases in liquid cloud
properties that show up in the coarser convection-permitting
simulations. An overcorrection seems to happen in which the
negative bias in convective CF and total liquid water amount
changes into a positive bias in the high-resolution runs.

3.3. Cloud aspect ratio and viewing geometry

A further important aspect that can influence the CF, but has
not been discussed so far in this study, is the cloud aspect
ratio, which leads to CF uncertainties due to the slanted viewing
geometry of MSG. Due to the position of MSG in the geostationary
orbit, observations over Central Europe are performed at high
satellite viewing angles between 45◦ and 65◦. This oblique viewing
perspective leads to three-dimensional radiative interactions
between cloud edges that are not considered in current one-
dimensional cloud retrievals (Várnai and Marshak, 2007). That
the viewing geometry also influences the CF and causes high
uncertainties in data record of the average cloudiness has already
been studied by Evan et al. (2007).

Figure 6 contrasts the projected location of a cloud over
Germany, seen from nadir and from geostationary satellite view
under a zenith viewing angle θ of 60◦. When clouds of a
certain height h are viewed from space by zenith angle θ and
azimuth angle φ, an apparent northward shift �y ≈ h tan θ , the
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(a) (b) (c)

Figure 7. (a) Frequency distribution of the CF enhancement factor on a local scale for 62×62 km2 ICON-LEM O(156 m) warm convective cloud fields and
coarse-grained. (b) CF enhancement factor due to artificial oblique viewing geometry applied to ICON-LEM O(156 m) cloud fields in relation to the cloud aspect
ratio for a 60◦ satellite zenith angle. The solid dark red line indicates the linear regression with slope a and correlation coefficient r2. The dashed lines represent the
theoretical curves for varying zenith angle, (c) is the CF enhancement factor frequency for 60◦. [Colour figure can be viewed at wileyonlinelibrary.com].

so-called parallax shift, happens (e.g. Kostka et al., 2014, gives
further discussion). We use this relation and apply an artificial
viewing angle to the ICON-LEM cloud fields to imitate a satellite
instrument that observes the simulated cloud field from the
geostationary orbit. Since the longitude position of the satellite
(9.5◦) lies in our ICON-LEM domain, we furthermore neglect
shifts in the longitude direction. From Figure 6, an increased
cloud diameter and corresponding cloud area is calculated. The
gain in cloud area is given by CAR tan θ , where the cloud aspect
ratio CAR is defined as cloud geometrical thickness divided by
the cloud diameter. Furthermore, we account for the overlap of
closely located cloud towers.

The enhancement factor of CF is plotted in Figure 7 for the
set of local-scale cloud scenes. It represents the change in coarse-
grained convective CF relative to the initial CF of the cloud field
at 156 m spatial resolution. The viewing geometry effect causes
CF enhancement factors of 1.2–1.4 for the ICON-LEMO(156 m)
cloud fields. This effect appears small in comparison to the CF
enhancement, supported by Figure 5(b). Figure 7(a) quantifies
the increase in the CF for the same convective cloud fields as
in Figure 7(b), but as the result of decreasing spatial resolution
due to coarse-graining. This CF enhancement already exceeds
at C(156 m → 1250 m) the viewing geometry CF enhancement,
which demonstrates that coarse-graining to 7 km substantially
predominates over the influence of the viewing geometry. One
should note that Figure 7(b) is only shown for ICON-LEM
O(156 m) and not for any coarser resolution, because coarse-
graining is only done in the horizontal direction. This would
result in considerably lower aspect ratios, which most likely lead
to smaller CF enhancement factors.

One uncertainty, which we cannot account for, is the aspect
ratio. The mean aspect ratio for all local-scale cloud scenes is
0.2, ranging from 0.1 to 0.27. These values only overlap at the
lower end of aspect ratios calculated in (e.g.) Benner and Curry
(1998) or Kassianov et al. (2005), who found values between 0.2
and 1. Therefore, ICON-LEM aspect ratios seem to be slightly
too small, which might be caused by numerical diffusion at the
scale of the effective resolution. We also suggest that the ratio
between vertical and horizontal grid box size might influence
the distribution of cloud aspect ratios. Uncertainties in the cloud
aspect ratios can cause high uncertainties in the representation
of cloud radiation interactions. Han and Ellingson (1999) found
a strong influence of the estimated cloud aspect ratios on results

in the long-wave radiation transfer calculations. Furthermore,
adiabaticity of convective clouds and hence the liquid water
distribution depends on cloud geometrical thickness (Merk et al.,
2016). The CF strongly increases for increasing aspect ratios and
is even higher for higher zenith angles (Figure 7(b)). The highest
CF enhancement appears for low CF between 0.1 and 0.2, which
is consistent with results from Minnis (1989). The MSG retrieval
gives reliable information neither about the cloud thickness nor
the cloud-base height. Analysis of data from active satellite sensors
can help to better evaluate the aspect ratios, however this goes far
beyond our study focus.

In summary, coarse-graining the ICON-LEM cloud fields
to MSG resolution dominates the CF enhancement factor in
comparison to the viewing angle effect. Although the latter effect
seems to be rather weak in the present study, it needs to be
carefully considered for deeper convective clouds and long-term
global trends of CF from different satellite instruments (Evan
et al., 2007).

3.4. Cloud size distribution

For evaluation of ICON-LEM cloud size distributions and the
investigation of their resolution sensitivity, a binary cloud mask
is generated by applying a 1 g m−2 threshold to the domain-scale
LWP fields. From this cloud mask, connected cloud regions are
labelled using a connectivity clustering method. For each cloud
object, an area-equivalent diameter is calculated. The relative
occurrence frequencies of the number of cloud objects within a
certain size range are divided by the domain area which results
in the unit km−3. Note that the normalization of the resulting
density functions was performed with respect to equidistant size
ranges to be comparable with the studies of Heus and Seifert
(2013) and Heinze et al. (2016), even though we present our
cloud size distributions in log space.

Figure 8 shows the frequency distribution n(L) of clouds with a
given cloud size L. Different studies show that a power law is the
most appropriate way to fit the horizontal cloud size distribution
(Benner and Curry, 1998; Zhao and Di Girolamo, 2007; Wood
and Field, 2011). We calculate the power law exponent as the
slope of the least squares fit to the data in logarithmic space.

The frequency distribution of cloud sizes is well represented
by a power law with exponent β ranging from −2.3 to −3.2.
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(a) (b)

Figure 8. Domain-scale frequency distribution for cloud sizes (a) simulated by ICON-LEM and (b) observed by Meteosat (dark red), the Meteosat HRV mask
(orange) and MODIS (green) and simulated by COSMO-DE (red) on 25 April 2013. The native ICON-LEM curves are shown as solid lines, and the coarse-grained
distributions are additionally marked by filled circles. Linear regressions of the size distributions between different size ranges are indicated by dashed lines which can
be described by the power law with exponent β. The standard error of the linear regression is ∼0.1 for the original ICON-LEM distributions, ∼0.15 for MSG, MODIS,
MSG-HRV mask and COSMO-DE and ∼0.3 for the coarse-grained ICON-LEM functions. [Colour figure can be viewed at wileyonlinelibrary.com].

Exponents between −2.3 and −2.7 are found for the coarse-
grained fields and MSG, whereas a somewhat steeper decline
with exponents between −2.9 and −3.2 is obtained for higher-
resolution cloud fields. However, the power laws only show
a moderate resolution sensitivity, which is consistent with a
study by Wood and Field (2011), who demonstrated that sensor
resolution is not found to strongly influence the power law. Koren
et al. (2008) investigated the resolution sensitivity of the cloud size
distribution by comparing Landsat and MODIS data with 30 m
and 1 km spatial resolution, respectively. They concluded that, at
any spatial resolution, a substantial number of small clouds are
missed and that clouds below the sensor detection limit are more
numerous than the detectable ones.

The ICON-LEM power law range between −2.9 and −3.2 is
consistent with power laws obtained in a LES study by Heus
and Seifert (2013) who found −2.2 to −2.9. Heinze et al. (2016)
calculated MODIS-like ICON-LEM satellite images based on a
fast radiative transfer method (Scheck et al., 2016) for calculating
the distribution of cloud sizes from the visible images, resulting
in β = −3.1.

Using the Meteosat HRV mask for the object-based analysis
yields an exponent of β = −3.05, which is also in a excellent
agreement with the ICON-LEM slopes. Considering the fit
standard errors of 0.1–0.3, the coarse-grained power laws
remain consistent with other satellite-based studies like Zhao
and Di Girolamo (2007), who estimated β = −2.85. Due to the
relatively small number of data points for the COSMO-DE, MSG
and coarse-grained ICON-LEM fits, these power laws should be
interpreted with caution.

While the parameters of the fitted power laws show just
a moderate resolution sensitivity, the ICON-LEM distributions
start to strongly deviate from the power laws for sizes smaller than
1.4 km, 2.5 km and 4.3 km for ICON-LEMO(156 m), ICON-LEM
O(312 m) and ICON-LEM O(625 m), respectively. These cloud
sizes are in the range of the effective model resolution, which is
about 8–10 times the native grid resolution (Zängl et al., 2015).
Consequently, ICON-LEM suppresses clouds that are smaller
than this effective resolution. This clearly has implications for
the planning of high-resolution simulations of cloud processes:
if a reliable description of cloud and precipitation processes at
a 1 km scale is targeted, than the native model resolution has to

be chosen to be 156 m or higher to avoid the impact of artificial
numerical smoothing.

3.5. Decorrelation length- and time-scales

We follow the methodology of Bley et al. (2016) and investigate
the decorrelation scales and their resolution sensitivity in ICON-
LEM warm convective cloud fields. Based on MSG observations,
Bley et al. (2016) estimated the average cloud lifetime of warm
convective clouds by approaching a Lagrangian perspective.
In the present study, simulated warm convective cloud fields
are analyzed in a similar way. A set of ten local-scale cloud
scenes are analyzed. The decorrelation length is calculated for
a horizontal displacement of a box at constant time. The
Lagrangian decorrelation time is calculated along the trajectory,
while the Eulerian decorrelation time is obtained for a constant
location. While the Lagrangian decorrelation time is expected to
be generally larger than the Eulerian decorrelation time, the latter
is also beneficial to estimate the impact of advective processes
onto the local decorrelation behaviour.

Figure 9 shows the decorrelation length, Eulerian decorrelation
time and Lagrangian decorrelation time as averages of ten
ICON-LEM and COSMO-DE fields of warm convective clouds
in relation to the reciprocal horizontal resolution. The black
diamonds illustrate the MSG scales obtained by Bley et al. (2016).
Two red diamonds show the COSMO-DE decorrelation lengths
for its original 2.8 km and coarse-grained 5.6 km resolution,
but no decorrelation time scales were calculated due to its
coarse temporal sampling of 15 min, which does not allow the
determination of reliable cloud field tracks (Bley et al., 2016).

An excellent agreement is found between the observed and the
ICON-LEM C(7 km) scales within the error range. The spatial
decorrelation scales of COSMO-DE O(2.8 km) and COSMO-DE
C(5.6 km) also match well with the ICON-LEM scales within the
respective reciprocal resolution. In contrast, ICON-LEM cloud
fields at 156 m resolution exhibit substantially lower decorrelation
lengths of 1 km and Lagrangian decorrelation times of 10 min.
This result also demonstrates a high amount of unresolved
cloud variability in the coarse-grained ICON-LEM and MSG
cloud fields, which causes the high-resolution sensitivity of the
decorrelation scales.
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(a) (b) (c)

Figure 9. (a) Spatial decorrelation length and (b) Eulerian and (c) Lagrangian decorrelation times in relation to the reciprocal horizontal resolution of simulations
from ICON-LEM O(156 m) (yellow), O(312 m) (blue) and O(625 m) (green), COSMO-DE (red) and observations by MSG (black) of warm convective cloud fields
on a local scale averaged over ten 62×62 km2 LWP fields. The large circles represent the ICON-LEM scales for their native resolution, and smaller circles indicate the
coarse-grained ICON-LEM scales. The vertical error bars indicate the standard deviation between the different cases for ICON-LEM, COSMO-DE and MSG. [Colour
figure can be viewed at wileyonlinelibrary.com].

Bley et al. (2016) found average spatial decorrelation scales of
7 km and Lagrangian decorrelation times of 30 min. It was further
shown that the decorrelation scales start to decrease when the HRV
channel with 1×2 km2 resolution is utilized. The metrics which
are presented here for characterizing the decorrelation scales
give the opportunity to understand more clearly the resolution
sensitivity of decorrelation scales.

The ICON-LEM cloud fields of 156, 312 and 625 m native
resolution attain similar decorrelation scales between 4 and 7 km
spatial resolution. At higher spatial resolution, they start to deviate
from each other. Consequently, and similar to the distribution
of cloud sizes (Figure 8), the decorrelation scales below the
effective model resolution are not fully resolved. The Lagrangian
decorrelation times exhibit the highest deviations between the
different ICON-LEM runs, which is caused by uncertainties in
the tracking. Thus, an accurate tracking is necessary to study
warm convective cloud fields in a Lagrangian reference frame.
An extrapolation of the resolution dependency of considered
decorrelation scales beyond the effective model resolution is not
physically meaningful. This also holds true for all other considered
metrics.

With the MSG SEVIRI rapid scan, we are able to characterize
the changes in convective cloud fields with an update frequency
of 5 min, which is sufficient for its spatial resolution. The
biggest limit of MSG is the spatial resolution, which leads to a
substantial overestimation of the CF and decorrelation scales and
underestimation of the LWP. The future generation of European
geostationary satellites, the Meteosat Third Generation, will give
great opportunity to bring down these limits to a spatial resolution
of 1 km or even 500 m for selected channels (Stuhlmann et al.,
2005). The analyzed scaling behaviour of Figure 9 suggests the
conclusion that the planned temporal update frequency of 10 min
for the operational scan schedule and 2.5 min for the rapid scan
are still sufficient to thoroughly characterize the decorrelation
properties, including an estimate of the cloud lifetime, of
convective cloud fields at the corresponding spatial scales.

4. Summary and conclusions

In the present study, several metrics have been investigated to
evaluate the representation of convective clouds in the high-
resolution atmospheric model ICON-LEM with observations
from the geostationary Meteosat SEVIRI instrument. ICON-
LEM simulations covering a large domain at 156 m grid resolution

and containing convective cloud fields have been analyzed and
compared to Meteosat observations and simulations with the
COSMO-DE model. A variety of metrics including the time series
of convective cloud fraction and LWP, the frequency distributions
of LWP and cloud size, and the spatial and temporal decorrelation
length-scales, have been considered. Using the cloud fields at three
ICON-LEM native grid resolutions and after coarse-graining, the
sensitivity of these metrics to the spatial resolution of the model
and the observations has also been quantified.

The evaluation is performed on two types of cloud scenes:
the one defined on the domain scale and including a variety of
local conditions and the other one defined on the local scale
following a convective cloud field during its temporal evolution
in a Lagrangian perspective. For the latter, a set of ten cloud
cases was collected with areal coverage of 62×62 km2. Cloud
fields containing ice have been excluded to avoid complications
caused by mixed-phase and precipitating clouds. We have further
imposed an upper limit on the CF for the simulated cloud fields,
to focus on broken convective cloud fields with a high degree of
spatial inhomogeneity.

On a domain scale, we analyzed the spatial and temporal
LWP and convective CF distribution as well as the cloud size
distributions of convective cloud fields. On the local scale, spatio-
temporal statistics of simulated cloud fields are compared to MSG
observations. Sequences of LWP fields from ICON-LEM with a
1 min repeat cycle have been used to determine cloud field tracks
to evaluate along-track correlation statistics and to study the
resolution sensitivity on these scales. For this issue, ICON-LEM
is gradually coarse-grained to the MSG resolution.

The main results are summarized as follows:

(i) The coarse-grained ICON-LEM fields show improvements
in the representation of the frequency distribution of
the LWP, convective CF and cloud sizes compared to
convection-permitting simulations of COSMO-DE.

(ii) A substantial resolution sensitivity is found for the
convective CF, in-cloud LWP and decorrelation scales.
However, the power laws of the cloud size distribution
exhibit only a moderate resolution sensitivity. The different
metrics show that the spatial resolution needs to be
considered to avoid the interpretation of non-physical
differences that are attributable to the different resolutions.
One could alternatively compare time series of the LWP
on a domain average which substantially reduces the
resolution sensitivity.
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(iii) The results suggest that Meteosat is mainly limited by
its spatial resolution, which is much coarser than the
decorrelation length-scales. Due to its coarse spatial
resolution, a lot of the small-scale LWP variability remains
unresolved, which causes large uncertainties. If the spatial
resolution of a satellite instrument were highly increased,
the temporal resolution needs also to be increased, to
allow an accurate characterization of the spatio-temporal
behaviour.

Because the present study is based on a selection of only ten
cases obtained from four days of simulations, it remains unclear
whether our results are statistically robust and representative,
in particular for other synoptic conditions. Nevertheless, the
methodology presented here can serve as an example for future
studies aimed at evaluating the representation of convective
clouds in high-resolution models. A larger number of simulation
days will allow us to verify the robustness of our results. To
address this point, it is planned to carry out more ICON-LEM
runs over Germany and over the Atlantic Ocean within the second
phase of the HD(CP)2 project.

In terms of comparability, forward satellite simulators using
ICON-LEM cloud properties will be important to account for
inconsistencies between assumptions made in satellite retrievals
and simulations of convective clouds. Such simulators will also
improve the quantification of retrieval sensitivities at very small or
large LWP values. As soon as the implementation of the absorbing
1.6 μ m channel in the satellite forward operator is finished, it will
become possible to apply the LWP retrieval algorithm on model
data and thus to investigate such inconsistencies and sensitivities.

The intercomparison of observations and high-resolution
model output demonstrates that Meteosat SEVIRI observations
are limited by the sensor spatial resolution in the rapid scan
mode. If the spatial resolution were highly increased to 500 m or
even 100 m, an enhancement of the temporal resolution would
be required also, in order to consider rapid changes of convective
clouds and to calculate accurate cloud field tracks. In 2020, six new
satellites from the Meteosat Third Generation will be launched,
which will have operational scans down to 500 m resolution
(Stuhlmann et al., 2005).

Recent atmospheric models are still unable to fully resolve
convective cloud processes in particular for large-domain
simulations. This study demonstrates that even ICON-LEM with
a native resolution of O(156 m) is not able to fully resolve the
spatio-temporal variability of convective clouds in the so-called
grey zone as power spectra are indicating (Dorrestijn et al.,
2012). The effective model resolution has implications for the
planning of high-resolution simulations, where cloud processes
on a 1 km scale need to be simulated at 150 m grid size or less. The
insights gained here into the scaling behaviour at different model
resolutions can help to improve stochastic parametrizations of
cumulus convection in future modelling studies, and to better
compare observational datasets and model results with different
resolutions. Additionally, there is still a great step to go towards
a large-domain observational dataset with a similar spatial and
temporal resolution like ICON-LEM. Using data from the HRV
channel with 1 km spatial and 5 min temporal resolution has
already demonstrated a reduction in the tracking uncertainties
(Bley et al., 2016). The authors are currently developing an
extension of the cloud property retrieval to the high resolution of
Meteosat.
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