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1 Introduction

The climate sytem of the Earth is changing and due to the immense impact on the
environment and on the human society a thorough knowledge on underlying effects and
mechanisms is necessary. While anthropogenic climate warming due to industrialization
and greenhouse gases is well known, clouds and aerosols are still the largest source of
uncertainties in the estimation of the Earth’s energy budget (IPCC, 2014). Aerosols
and clouds play a key role in radiative forcing (IPCC et al., 2007) and liquid-water
clouds are of special interest due to their strong albedo and other radiative effects. The
microphysical properties of liquid-water clouds have an enormous impact on their radia-
tive properties. Slingo (1990) showed that a reduction of the effective radius of stratus
cloud droplets from 10 µm to 8 µm globally would compensate the warming due to a
doubling of CO2 in the atmosphere. The microphysical cloud properties themselves
are affected by aerosol-cloud interactions (Twomey, 1977; Albrecht, 1989). Moreover,
several feedback loops between forcing agents and global surface temperature amplify
or damp global warming (IPCC, 2014). Hence, a thorough knowledge of interactions
between aerosol and liquid-water clouds is necessary for a comprehensive understanding
of past and future climate change(IPCC, 2014). In practice, it is particularly interest-
ing to probe cloud condensation nuclei (CCN) and cloud-droplet parameters with the
same instrument (McComiskey and Feingold, 2008; Mamouri and Ansmann, 2016) and
conduct continuous long-term measurements. Airborne in situ probe measurements are
considered to be the most accurate but they are costly and do not deliver long-term
observations. Nonetheless, they are of high importance for determining exact shapes
of cloud-droplet size distributions, which are the basis for many other retrieval meth-
ods. Satellite remote sensing has the advantage of global coverage, but depends on low
cloud-attenuation conditions and has a rather coarse horizontal resolution (Grosvenor
et al., 2018). Ground-based lidar has been used for decades to measure aerosol con-
centrations and sophisticated methods are available to discriminate between different
aerosol types (Mamouri and Ansmann, 2014, 2016) which drives investigations on CCN
and ice nucleating particles (INP). For the study of clouds its application is limited to
penetration depths of a few tens to hundreds meter. However, aerosol-cloud interaction
in liquid stratiform clouds is most prominently observed at the cloud base where new
droplet formation takes place in updraft regions (Schmidt et al., 2014). There are some
ground-based lidar retrieval methods which are able to provide information about micro-
physical properties of a cloud in the first few hundred meters above cloud base (Donovan
et al., 2015; Schmidt et al., 2013; Bissonnette et al., 2005; Roy and Cao, 2010). However,
these techniques are not feasible for an implementation into a lidar systems of the type
PollyXT, which is an automated multi-wavelength Raman polarization and water-vapor
lidar which was developed at the Leibniz Institute for Tropospheric Research (TROPOS).
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TROPOS has constructed and deployed more than 10 PollyXT systems since 2004 and
they are all part of the PollyNET (Baars et al., 2016) network and automatic processing
chain. Recently Jimenez et al. (2020a) developed a ground-based lidar method that
measures linear depolarization due to multiple scattering on liquid-water cloud droplets
with a dual-field-of-view receiver and provides information on the cloud droplet num-
ber concentration (CDNC) and further cloud-microphysical parameters. This gives the
potential to measure CCN and CDNC with a single instrument approach. The dual-
field-of-view depolarization technique has been first implemented in the stationary lidar
MARTHA (Multiwavelength Atmospheric Raman lidar for Temperature, Humidity, and
Aerosol profiling) at TROPOS (Jimenez et al., 2018).

In the course of this thesis, the dual-field-of-view depolarization technique was imple-
mented into several PollyXT systems. At first it was implemented in the OCEANET-
Atmosphere container (e.g. Kanitz et al. (2013); Griesche et al. (2020)). At a later
stage, this method was implemented into PollyXT which is part of LACROS (Leipzig
Aerosol and Cloud Remote Observation System), in new PollyXT systems for Tajikistan
and Cyprus and currently in a system that will be deployed at Cabo Verde. OCEANET-
Atmosphere is a mobile multi-instrument remote-sensing platform including a microwave
radiometer HATPRO (Humidity And Temperature PROfiler). It is built within a single
container and was constructed for measurement campaigns onboard the German research
vessel Polarstern. The OCEANET-Atmosphere facility was operated during the MO-
SAiC (Multidisciplinary drifting Observatory for the Study of Arctic Climate) campaign
in parallel to various other atmospheric sounding instruments including a cloud radar.
The available data rised the unique opportunity to compare results which were retrieved
by the newly implemented dual-field-of-view depolarization method with state-of-the-
art multi-instrument Cloudnet (Illingworth et al., 2007) retrievals. Within the scope of
this thesis, a robust and highly modularized software was developed which implements
the dual-field-of-view depolarization method aiming at a later integration into the Pol-
lyNET data processing chain. The software is an important step towards automated,
permanent and parallel retrieval of CDNC and CCN by PollyXT measurements, which
enables thorough aerosol-cloud interaction studies in the future. Two measurement
cases from different sites and with contrasting aerosol conditions have been evaluated
within the thesis to demonstrate the functionality of the dual-field-of-view depolarization
method. The first case was measured in pristine marine conditions during the MOSAiC-
Expedition and the second case was retrieved in conditions with high continental aerosol
concentrations at Dushanbe, Tajikistan.

The thesis is structured as follows: Chapter 2 presents the theoretical background of
the dual-field-of-view depolarization method, which is the connection between micro-
physics, multiple scattering and depolarization in liquid-water clouds, and is followed
by the illustration of the general method. The practical implementation of the tech-
nique into PollyXT hardware and the developed processing software is explained in Ch.
4. Further some obstacles concerning hardware limitations are addressed and possible
future upgrades are suggested. The two case studies are presented and discussed in
Ch. 5. The thesis closes with Ch. 6 which includes a summary and an outlook on future
developments and possible fields for further research.



5

2 Lidar and Multiple Scattering

An atmospheric lidar is an instrument that actively, remotely and time-resolved measures
interactions of photons with atmospheric constituents. This chapter starts with an
overview of the general lidar principle and multiple scattering effects. Afterwards, the
model framework for the multiple scattering simulation is introduced which is used
for the dual-field-of-view depolarization method. To finish this chapter, different other
historic and competing models and solutions for the multiple scattering problem are
briefly examined for the possibility of an implementation into PollyXT.

2.1 Lidar Principle

Atmospheric light detection and ranging (lidar) systems illuminate a discrete volume of
scattering particles such as aerosols and molecules and measure the backscattered signal.
A lidar is composed of a transmitter unit and a receiver unit. The transmitter produces
high energetic laser pulses (of several nanoseconds duration) at discrete wavelengths.
The photons interact with molecules and particles in the atmosphere. A portion of the
photons is backscattered and detected by the receiver time resolved. The distance z
from the scattering event to the lidar system can be calculated by the speed of light c
and the travel time t of the two-way round trip of the photons

z =
ct

2
. (2.1)

The power P of the detected photons for the assumption of single scattering depends on
the distinct wavelength and is a function of distance z Weitkamp (2005):

Pλi(z) =
O(z)

z2︸ ︷︷ ︸
I

·P0
cτ

2
Aηλi︸ ︷︷ ︸

II

·βλi(z)︸ ︷︷ ︸
III

· exp

[
−2

∫ z

0
αλi(ζ)dζ

]
︸ ︷︷ ︸

IV

(2.2)

The first two terms are determined by the experimental setup. Whereas the third and
fourth term represent all atmospheric quantities.

The geometric factor (I) specifies the range dependent measurement geometry. It
consists of the overlap function between laser beam and receiver field-of-view O(z) and
the term

(
1/z2

)
which represents the decrease of the signal with distance z by the inverse

square law. The overlap function is determined by the geometric arrangement of the
emitter and receiver optics. At short distances the laser beam is not fully imaged onto
the receiver. Consequently merely a portion of the lidar return signal is detected. At
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distances, where the return signal is fully imaged onto the receiver the overlap function
is unity. In case of a bi-axial system it is zero directly in front of the receiver 1.

The system factor (II) represents the performance of the lidar setup. P0 denotes
the average power of a single pulse, whereas τ gives the (temporal) pulse length (thus
E0 = P0τ is the pulse energy). The term 1/2 arises from the fact that the light has
to travel twice the probing volume, which means that the effective spatial pulse length
is 1/2 · cτ , where c denotes the speed of light. The maximum spatial resolution of the
setup is equal to 1/2 · cτ . (Slow detection hardware might further limit the resolution,
however this is not a problem with modern hardware Engelmann et al. (2016). The area
of the primary receiver optics is given by A. The overall system detection efficiency is
denoted by ηλi for a distinct wavelength λi.

The dominant atmospheric parameter is the backscatter coefficient (III), which
determines how much signal is scattered in the backward direction (θ = 180◦) towards
the receiver unit. It is the sum of the backscatter coefficients of aerosol particles and
molecules:

βλi(z) = βaer
λi

(z) + βmol
λi

(z) (2.3)

The transmission term (IV) describes the fraction of light which is attenuated due
to Lambert-Beer-Bougert law. The extinction coefficient α is integrated over all ranges
from the lidar (ζ = 0) to the distance of the probed volume (ζ = z) and the factor 2
accounts for outgoing and return path. Technically speaking, the extinction coefficient
is the sum of the extinction due to particles and the extinction caused by molecules.

Tλi(ζ) = exp

[
−2

∫ z

0
αaer
λi

(ζ) + αmol
λi

(ζ) dζ

]
(2.4)

Within scattering processes on atmospheric constituents also the polarization state
of the laser light might be altered. Most lasers operated in lidars naturally emit lin-
early polarized light (Sassen, 2005) but additional optics might be used to further purify
polarization (Wandinger, 2005; Engelmann et al., 2016). To determine the linear depo-
larization ratio the receiver unit of the lidar should be capable to detect orthogonal (or
cross) polarized and whether parallel (or co) polarized or total (co + cross) backscatterd
light. The volume linear depolarization ratio is defined as the ratio between cross signal
and parallel-polarized signal with respect to the laser polarization plane

δV (z) =
P⊥(z)

P‖(z)
. (2.5)

1Lidar returns vary within a range over several orders of magnitudes, due to the inverse square relation-
ship, which is challenging due to limitations of detector hardware. Hence, a setup with small values
of the overlap function in low altitudes might be beneficial as it serves as a geometrical compression
of the signal strength.
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In practice, this ratio needs to be calibrated, due to different transmission efficiencies of
the two channels Freudenthaler et al. (2009). The development of depolarization tech-
niques in atmospheric lidar started around 40 years ago (Schotland et al., 1971). Since
then they have been commonly used for discrimination between different aerosol types
(Mamouri and Ansmann, 2016; Illingworth et al., 2015; Sassen, 2005). In this thesis,
however, we focus on the research on water droplets, hence spherical particles. Con-
stricting to spherical particles means that the single-scattering problem can be solved
analytically and exactly with the Mie theory2.

The lidar equation 2.2 is based on the assumption, that each photon collected by
the receiver was involved only in a single scattering event. This approximation holds
for optically thin media and narrow field-of-views3, but is not true for optically dense
media, such as water clouds. Here the mean free path between scatterers is sufficiently
short and a non-negligible fraction of the detected photons is scattered multiple times.
However, the receiver can only detect multiple scattered photons for which the following
conditions are true: First, the sum of all scattering angles must be close to 180°. Second,
the last scattering event has to take place within the field-of-view of the receiver. The
occurrence of multiple scattering in a liquid water cloud is illustrated by Fig. 2.1. Hence,
additional photons are collected by the receiver which are not considered in the single
scattering model. To correct for that a multiple scattering parameter F is introduced
into the transmission term (IV) of the single scattering lidar equation 2.2 (Weitkamp,
2005). The transmission for multiple scattering is

Tms
λi

(ζ) = exp

[
−2

∫ z

0
[1− F0(ζ)]αaer

λi
(ζ) + αmol

λi
(ζ) dζ

]
. (2.6)

The multiple scattering parameter F0 > 0 describes that the effective attenuation by
aerosols is smaller than in the single scattering case.

Multiple scattering effects in lidar have been known for a long time (Milton et al.,
1972) and a diversity of models have been developed (Eloranta, 1998; Zege et al., 1995;
Hogan, 2006) to solve the inverse problem and some of them are highlighted in the next
section.

2Named after Gustav Mie who was the first one who published a detailed solution concept for arbitrary
wavelength, radius and refraction index (Mie, 1908). However, other scientists, such as Ludvig V.
Lorenz and Peter Debye worked on the solution of this problem even before.

3More precisely the footprint of the receiver field of view needs to be small compared to the mean free
path between scattering particles. (The footprint increases with distance.)
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Figure 2.1: Illustration of a multiple scattering process using a lidar. The field-of-view
(FOV) is determined by the opening angle of the telescope. In many lidar
setups most scattering events can be considered at small angles θi and only
one backscattering event in the vicinity of θb ≈ 180° takes place.

2.2 Modeling Multiple Scattering

Multiple scattering is a radiative transfer problem with reduced complexity with re-
spect to a generic radiative transfer problem, in the sense that one has to cover ”only”
3-dimensional simple scattering properties. However, it still is analytically and compu-
tationally challenging. The computational load increases tremendously with scattering
order. A variety of different approaches have been developed to model multiple scatter-
ing. In this section the framework of the quasi-small-angle approximation and a specific
solution is presented. This semi-analytical solution is used in the dual-field-of-view de-
polarization technique. A short selection of other (historical) approaches to the multiple
scattering problem and some alternative solutions for the quasi-small-angle approxima-
tion are given at the end of this section.

Quasi Small Angle Approximation

Multiple scattering in common lidar applications might be depicted as in the schematic
in Fig. 2.1. They comply with the following assumptions:

� The proportion of laser wavelength and scattering medium suggests that scattering
for the most part takes place at small angles θi.

� Moreover the footprint of the receiver’s field-of-view has a diameter which is smaller
than the mean-free-path between scattering events.
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These considerations do not hold for space-borne lidar applications due to the large
footprint. However, multiple scattering can be estimated very well within this quasi-
small-angle (QSA) approximation for many ground-based lidar systems. One can assume
within this experimental setup that the majority of the received photons took a scattering
path like in the following scheme:

1. Multiple scattering takes place in forward direction at small angles, when photons
are traveling from the source into the medium.

2. One back scattering event takes place in the vicinity of 180°.

3. Scattering in forward direction at small angles prevails, on the return path towards
the receiver again.

Katsev et al. (1997) formulated a general theorem, which works within the QSA ap-
proximation . It formally transforms the problem to ease the search for semi-analytic,
analytic or numerical solutions. An effective medium with equivalent scattering proper-
ties is introduced to solve the convolution integral in Fourier space. By this approach,
the lidar round-trip problem is converted into a one-way propagation problem. The
intuitive model as described in Fig. 2.1 assumes forward scattering in the outgoing and
the return path. The photon interacts with the real medium described by extinction
αreal and phase function preal. The model developed by Katsev et al. is sketched in
Figure 2.2 and describes the same situation in the following way:

1. All forward scattering events happen in the outgoing path in a effective medium
with effective properties extinction αeff and phase function peff .

2. A single back scattering takes place with real medium properties preal.

3. There are no events on the return path, resulting in a zero extinction. (All return
path events which are present in the intuitive model are assimilated in the outgoing
path and the effective medium)

In this framework the radiative transfer equation is then solved with the help of a
Green’s function. The optical reciprocity principle provides the boundary conditions for
the Green’s function. Calculations within this model decrease the computational load
drastically, as the number of nested integrations is reduced by order 7 (Bissonnette,
2005).

Solutions within the QSA-Framework

Various solutions to the multiple scattering problem have been developed using the QSA
theorem. A widely applicable solution was introduced again by the Belorussian group
(Zege et al., 1995). Zege and her co-authors found a (semi-)analytical solution 4

4The solution can be called semi-analytic, since the analytic solution at first had an error, but facilitated
finding inverse Fourier transforms numerically (Bissonnette, 2005).
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Figure 2.2: Illustration of optical properties of the intuitive scattering model and of the
model using an effective medium.

which is still CPU-time expensive, but less than other solutions5 . Yet the great plus in
this approach is that it provides a robust theoretical framework for the inverse problem.
Therefore, it is used in the dual fiel-of-view Raman technique (Schmidt et al., 2013) and
the dual-field-of-view depolarization approach (Jimenez et al., 2020a), the latter being
the topic of this thesis.

Other approaches and frameworks

Besides the QSA-framework, other approaches to the multiple scattering problem are
available. Monte Carlo methods are applicable to a vast variety of physical problems
of different complexity, therefore, also the multiple scattering problem can be solved in
the stochastic regime choosing a convenient probability transfer function. The radiance
is represented by a very large number of possible distinct trajectories. A separation of
contributions by scattering order can be done and the model can be easily extended to
more complex media (Bissonnette et al., 1995). A Monte Carlo method allows to work
with very few simplifying approximations. However, a Monte Carlo simulation only
provides a numerical solution to a single specific problem. One has to repeat calculations
for a set of parameters in order to analyze trends due to their contribution. Therefore,
the method is too slow for practical use for higher order scattering problems. Besides
the pure Monte Carlo method there are stochastic methods which additionally work

5Wandinger (1998) used a Neuman Series solution which was already known from the 70’s to reduce
the integro-differential equations to pure differential equations . The solution allows to distinguish
between the contribution of different scattering orders. However, the CPU-time increases rapidly with
scattering order. Nonetheless, the authors could use it for scattering order 5 (which serves well for
an optical depth of 3) for the estimation of the error caused by multiple scattering in high-spectral
resolution and Raman lidar returns. They found a considerable error of up to 50% in extinction
for water and ice clouds and 20% in backscatter for water clouds. A semi-empirical solution
for multiple scattering in inhomogeneous aerosol media was presented by Bissonnette (1988). The
solution makes use of phenomenological observations to derive a formally less rigorous form, which
computes faster, but still slower than the semi-analytical solution.
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with probabilities in random walk problems (Gillespie, 1985). A phenomenological
approach is described in Eloranta (1998), where special restrictions on the problem
allow use of some analytical formulas. The benefit of both accesses is, that some more
physical insight is gained in comparison to pure Monte Carlo method, however there is
almost no advantage concerning CPU-time consumption.

2.3 Review of Multiple Field-of-View Measurement Setups

Multiple scattering effects can be a source of error in many lidar applications. However,
multiple scattering is a potential source of information if a lidar system is capable of
quantifying it. The most promising techniques to measure multiple scattering include
more than one field-of-view on the receiver side. The field-of-view (FOV) defines the
volume from which the receiver is capable to detect photons. If distinct FOVs are avail-
able in a lidar it is possible to measure multiple scattering under different conditions
and to deduce microphysical properties of the probed medium. In the course of this
thesis, a setup for the dual-field-of-view depolarization technique was ported to PollyXT

(Engelmann et al., 2016). The implementation requires a setup within the modular de-
sign of PollyXT on very confined space. The usage of multiple FOVs was investigated by
different research groups already for many years (Bissonnette, 2005). Short abstracts of
different available techniques, using more than one FOV are presented. Each technique
is checked for the possibility of implementation into PollyXT. Starting off with two inter-
esting but difficult setups from a Canadian group which use 32 and 15 FOVs respectively
(Bissonnette et al., 2005; Roy et al., 1999). The chapter closes with the dual-FOV Ra-
man technique (Schmidt et al., 2013), which is closely related to the development of the
dual-FOV depolarization method.

Multiple Field-of-View techniques

Bissonnette et al. (2005) and Roy et al. (1999) constituted a setup with 32 FOVs using
a rotating disc in the image plane of the telescope (see Fig. 2.3). The glass disk of the
size of a compact disc (125 mm in diameter) is coated with aluminum. At equidistant
azimuthal angles apertures of different diameters (d=70 µm to 9000 µm) are etched into
the coating. The disc is positioned in the image plane of the telescope and rotates
with almost 3 Hz The disc and the laser shots have to be accurately synchronized to
measure the different FOVs sequentially, which represents a big technical challenge. A
drawback of the method is that the subsequent measurement of all the 32 FOVs lead to
fewer measurements in the same time. Furthermore, the position of the image plane is a
function of object distance. Hence, it needs to be adjusted according to the cloud height.
Roy et al. (2018) presented a method involving off-axis measurements at multiple angles.
They simulated a setup with fifteen receivers in a row, placed 15 m apart from each other,
all directed to the same position. The cloud base was at 500 m, the probed penetration
depth was 34 m. The receivers were ICCD6 cameras with a resolution of 256× 256 pixel.

6Gated intensified charged-coupled device
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Figure 2.3: Picture of the rotating disc with etched apertures, each of them defining a
different FOV opening angle. Smaller outer holes are used for laser trigger.
Figure taken from Bissonnette et al. (2005).

Figure 2.4: Off-axis measurements of a cloud at multiple observation angles. The cloud
base was at 500m. Fifteen receivers were placed at 15m equidistance, ad-
justed in such a way, that they can observe at 534m height. The inlay figure
shows a single take of one of the receiver G-ICCD. Figures adapted and
rearranged from Roy et al. (2018).
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Each receiver measured a different photon distribution, depending on the positioning
angle. The setup allowed to detect depolarization ratio for each single pixel. Image
analysis was then used to deduce information about droplet sizes.
While those two techniques show some interesting approaches the setups are difficult
to realize and both are not feasible for implementation into the PollyXT system from
TROPOS.

Dual-FOV Raman technique

The work on the QSA theorem and the analytic solution described in Sec. 2.2 for elastic
multiple scattering was used to develop an analytic model for multiple-scattering with
Raman lidar by Malinka and Zege (2003). Three considerations simplify the model
considerably in the case of Raman lidar. The first assumption is that all detected
photons, even if scattered multiple times, undergo only one Raman scattering event.
The justification for the assumption is that the Raman scattering cross section is smaller
than the elastic scattering cross section by a factor of 106 (Malinka and Zege, 2003).
Hence, it is very unlikely to have more than one Raman scattering event per photon.
Additionally, a second Raman scattering event would shift the photons energy out of the
receivers spectral band. There are now two possible situations. In the first one, there are
multiple elastic forward scatterings (on outgoing and/or return path) and one Raman
back scattering event. The second possibility is, multiple elastic forward scatterings
and one forward Raman scattering (on outgoing and/or return path) plus one elastic
back scattering event take place. It was found that the probability for latter process is
more than 103 times smaller than the first (Wandinger, 1998; Malinka and Zege, 2003).
These considerations lead to the second assumption, that the back-scattering event is
very likely to be a Raman scattering. These two simplifications lead to the following
scattering scheme:

1. Photons traveling from the source into the medium are subject of multiple elastic
scattering events.

2. A single Raman back scattering event occurs (wavelength shifted)

3. Only elastic (at the shifted wavelength) multiple scattering takes place on the
return path towards the receiver

The third important observation is that the phase function of the Raman process can be
considered as isotropic (with an error of less than 0.03% for optical depth of 2 (Malinka
and Zege, 2003). This isotropicity reduces the involved integral from a four-dimensional
to a two-dimensional one. If source and receiver are in coaxial symmetry a further
dimension of integration vanishes. These simplification shorten CPU-time drastically so
that the usage of an iterative inversion algorithm is possible.

Schmidt et al. (2013) realized an experimental setup to apply this technique in a dual
FOV Raman lidar. The two coaxial FOVs are realized by placing an elliptical mirror
with a hole into the light path. The inner FOV is characterized by the aperture of the
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hole, whereas the outer FOV is defined by the mirror ring (illustrated in Fig. 2.5). The
inversion algorithms have been developed by Alexey Malinka and have been implemented
to directly solve the inverse problem by optimal estimation. The consequence is that
there is no necessity for assumptions on cloud properties (e.g., the liquid water content).
The drawback of this method - as always in the case of Raman lidar - is the weak signal
which allows only measurements at night time and needs long averaging periods of 30
minutes. The setup fitted well in the laboratory-based MARTHA lidar (Schmidt, 2009).
But due to inevitable large mirror/telescope needed for high sensitivity of the outer
FOV channels it is not possible to implement the technique into the very space-confined
PollyXT system (Engelmann et al., 2016).

from telescope

Figure 2.5: Elliptical mirror with hole, implemented for the dual FOV Raman lidar in
MARTHA. From the right, the incoming light from the telescope / primary
mirror is displayed. Different colored rays correspond to different spacial
origin. Blue rays originate from the inner FOV (cone) and pass the aperture
hole. Green rays originate from the outer FOV (ring) and are reflected. Red
rays indicate photons which origin from outside both FOVs and are blocked
by the field stop stop of the outer FOV. Figure taken from Schmidt et al.
(2013).
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3 Dual-Field-of-View Depolarization
Method

This thesis is focused on the dual-field-of-view (dual-FOV) depolarization method be-
cause it comprises various advantages compared to other methods: The setup is small
and easy to install within PollyXT. Measurements can be conducted in daylight and
at a temporal resolution of 30 seconds. The chapter starts with a theoretical part and
some considerations on the development of the method which are needed to explain the
general retrieval.

3.1 Droplet Size Spectrum

Cloud droplets do not appear as a mono disperse medium in nature. The occurrence
of different droplet sizes can be expressed in a droplet size distribution. A general
mathematical model to describe a wide range of aerosols is given by the four-parameter
single-mode modified-gamma distribution (Petty and Huang, 2011). However, a three-
parameter distribution is sufficient in the case of cloud droplets (Tampieri and Tomasi,
1976; MILES et al., 2000; Donovan et al., 2015). The so-called C.1 model is a widely
used model for cumulus clouds of moderate thickness (Deirmendjian, 1969). The droplet
size spectrum N is a function the radius r and can be characterized by the effective
Radius Reff , the cloud droplet number concentration ND and a shape parameter
γ.

N(r;ND, Reff , γ), (3.1)

Figure 3.1 shows gamma distributions with typical parameters for continental and marine
C.1 clouds. More details on different representations of the gamma distribution can be
found in the appendix A.

To properly represent multiple scattering and depolarization in a multi-disperse medium
(such as clouds) in the following always a probabilistic process in a medium is concerned
even if it is called a ”single process” of a photon on a ”single scattering particle”. Hence,
all subsequent plots on phase functions or depolarization do not show values for a droplet
of a fixed radius, but the results for a medium with modified gamma distribution of radii,
described by the effective radius.
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Figure 3.1: Single-mode modified gamma distributions for the droplet size distribution
of continental and marine clouds. Parameters have been taken from the com-
prehensive work of MILES et al. (2000). Miles and her co-authors compared
a large set of different studies and calculated representative mean values
for the distribution parameters. In the study average values for continental
clouds were determined as Reff = 6.96 µm and γ = 8.7. In the case of marine
clouds the average values were calculated as Reff = 14.31 µm and γ = 8.6.
For better representation the data is normalized to ND = 1. Vertical lines
indicate mean volume radius and effective radius of the two distributions
respectively. Formulas and data are shown in appendix A

.
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3.2 Relation between Microphysics and Optical Properties of
Clouds

In the following it is explored how microphysical parameters of the droplet size spectrum
relate to the extinction coefficient at the cloud. In the description of cloud microphysics
certain physical quantities have been found to be useful measures. First some well known
definitions, relationships and assumptions (boxed formulas) are given to derive equations
which enable the search for the solution of the inverse problem.

The liquid water content cw in a given volume is proportional to the third moment
of droplet (radius) size distribution n(r) (Korolev et al., 1999; MILES et al., 2000)

cw = ρ
4

3
π ·
∫
n(r)r3dr

and can be rewritten as

cw = ρ
4

3
π ·NDR

3
V, (3.2)

where RV is the mean volume radius, ND the total number concentration of droplets
and ρ the density of water. (Also see appendix B for reformulation of moments.)

The extinction coefficient which results from penetration and return from the cloud
volume is proportional to the second moment of the droplet size distribution (Korolev
et al., 1999)

α = kαπ ·
∫
n(r)r2dr,

where kα is the extinction efficiency. The latter might be approximated as kα = 2 since
the used wavelengths are small compared to probed droplets sizes (Korolev et al., 1999)
and one can write

α = 2π ·NDR
2
s , (3.3)

where Rs is the mean surface radius.(See appendix B.)
The effective radius is defined as the ratio of the third and the second moment of the

diameter. Physically speaking this is the surface-area-weighted mean radius (Korolev
et al., 1999; Bissonnette, 2005).

Reff =

∫
n(r)r3dr∫
n(r)r2dr

(3.4)

The definition links the extinction coefficient and the liquid water content because Equ.
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3.2 and 3.3 can be rearranged inserted into Equ. 3.4

Reff =
NDR

3
v

NDR2
s

= R3
v

2πND

α
(3.5)

=
3 cw

4ρπND

2πND

α

⇔ Reff =
3

2ρ

cw

α
. (3.6)

This equation plays a key role in further calculations and gives another expression for
the liquid water content:

cw =
2ρ

3
Reff α . (3.7)

An important relationship between effective radius and volume mean radius was ex-
perimentally found by Martin et al. (1994):

R3
v = k ·R3

eff . (3.8)

The simple linear correlation between the two parameters relates the optical and the
cloud physical properties and facilitate the parametrization of the effective radius by
means of the liquid water content and the total droplet number concentration. It varies
for different cloud types and environments due to distinct droplet size distributions.
Comprehensive studies found mean values for continental clouds k = 0.75 ± 20% and
k = 0.8 for clouds formed in marine environments (MILES et al., 2000; Lu and Seinfeld,
2006). If k is known one can substitute R3

v in Equ. 3.5 by the means of Equ. 3.8 to
obtain the total droplet number concentration ND

Reff =
2πND

α
· kR3

eff (3.9)

⇔ ND =
1

2π

1

k
αR−2

eff . (3.10)
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3.3 The Three Dimensional Phase Function and Polarization

The intensity and the polarization state due to a single-scattering event is not uniformly
distributed in space. The geometry of a scattering process can be described by the phase
function. It incorporates the information about the probability of light being scattered
at a certain direction. Or more commonly it is expressed as the scattering direction
versus the (normalized) scattering intensity. The linear depolarization is given by the
ratio between cross- and co-polarized part 1. For illustration single scattering of linear
polarized light at λ = 532 nm 2 on cloud droplets of different sizes have been simulated
by A. Malinka and processed with a software by C. Jimenez which follows calculations
from Wandinger (1994). The first simulation is done with an effective radius of 8 µm and
a second simulation is performed with an effective radius of 3 µm. The results for the
co- and cross-polarized components are displayed in Fig. 3.2. For both radii, most of
the light is scattered in forward direction without any change in polarization. However,
for the larger particle the forward-scattering peak of the parallel component is more
narrow than for the smaller particle. The parallel components in forward direction show
rotational symmetry. However, this is not the case for backscattered parallel components.
The cross-polarized parts do not show rotational symmetry in either direction. A lidar
receiver measures the scattered photons over the entire azimuthal range as one signal.
Therefore, the results are integrated over the azimuthal angle, which then results in
rotational symmetric data (with respect to the z-axis), and can be visualized in polar plot
plots as shown in Fig. 3.3. The sum of the perpendicular and the parallel polarized light
gives the phase function. The linear depolarization ratio is the quotient of perpendicular
and parallel polarized part. The results for both radii are shown in Fig. 3.4.

1This definition is more illustrative in the present case. However, it differs from the definition which is
used throughout the rest of the thesis.

2Precisely speaking (and referring to Sec. 3.1 ), it is a simulation of the probabilistic single scattering
event in a medium with a modified gamma shaped droplet size distribution, described by the effective
radius.
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(a) 8µm parallel polarized,
only forward direction

(b) 3µm, parallel polarized,
only forward direction

(c) 8µm, parallel polarized,
only backward direction

(d) 3µm, parallel polarized,
only backward direction

(e) 8µm, cross polarized (f) 3µm, cross polarized

Figure 3.2: Simulated single scattering of linear polarized light by a gamma shaped particle dis-
tribution for two different effective radii. The left column corresponds to Reff = 8 µm,
the right column to Reff = 3 µm, respectively. In each case the particle is located
at the origin of the coordinate system and the incoming light propagates along the
z-axis and is polarized in the plane of the red line and the z-axis. The distance from
the origin to any point on the surface depicts the scattering intensity towards this
specific direction. The first four plots (a) - (d) show the parallel polarized component
of the scattered light. The plots are divided in forward (a) - (b) and backward (c) -
(d) directed scattering due to large differences in the magnitude. The last two plots
(e) - (f) show the component which is scattered perpendicular to the incoming light.
The values are in relative units and the color coding indicates the z-position.
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Figure 3.3: Simulated single scattering of linear polarized light by a gamma shaped par-
ticle distribution for two different effective radii. The same data was used as
in Fig. 3.2, but it was integrated over the azimuthal angle.
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Figure 3.4: Normalized phase function and linear depolarization ratio of two particles
Reff = 3 µm and Reff = 10 µmm . Phase function and linear depolarization
ratio is integrated over the azimuth, therefore, the displayed scattering angle
is the polar angle.
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3.4 Depolarization through Multiple Scattering and Detection
by two FOVs

Figure 3.5 shows the phase function in the regime of forward scattering and linear de-
polarization ratios in the backscattering regime for four different particle sizes. Smaller
droplets have a broader forward scattering peak, as can be seen in the phase function in
Fig. 3.5(a). The maximum linear depolarization ratio is closer to 180° for backscattering
at larger droplets as depicted in Fig. 3.5(b). Evidently, the lidar does not detect any
depolarization by a single scattering event on a spherical shaped particle, because this
scattering event must be a backscattering (at 180°) which does not alter the polarization
state of the photon.
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Figure 3.5: Phase function and linear depolarization ratio for four different effective radii.
Figure adapted from Jimenez et al. (2020a).

However, in the case of multiple scattering on cloud droplets, the sum of all scattering
processes results in a non-zero depolarization ratio 3 and has already been observed in
experiments in the early 1970s. A lidar system was pointed at liquid water stratocumulus
clouds and an increasing depolarization with penetration depth was observed (Pal and
Carswell, 1973).

In the following, depolarization due to multiple scattering in an lidar application is
illustrated for the simplest case, which is double scattering as depicted in Fig. 3.6. The
thought experiment is further restricted such that the first scattering instance is a for-
ward scattering event at the angle θf and the second event is backward scattering at
the angle θb. As depicted in Fig. 3.5, the forward scattering event is highly probable
to deflect the photon at an azimuthal angle in the vicinity of (θf ≈ 0° ). In this regime
almost no depolarization effect is present. The second scattering must take place in
the vicinity of θb ≈ 180°, such that the photon is backscattered towards the receiver

3This observation is indeed true for all droplet radii and therefore also true for multiple scattering in a
medium with a given effective radius.
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Figure 3.6: Sketch of a double scattering event composed by forward scattering at θf

and backward scattering at θb. The last scattering event has to take place
within the FOV of the receiver and can occur anywhere on a a circle, since
the phase functions are integrated over all azimuthal angles and therefore
rotational symmetry is given.

(θf + θb ≈ 180°), which results in a non-zero depolarization. The product of the phase
function and the linear depolarization ratio in Fig. 3.5(c) illustrates the distribution of
the four radii among the pairs of scattering angles θf ≈ 180°−θb. It can be assumed, that
the depolarization effect gets stronger with higher scattering orders, since more events
in the vicinity of 180° can occur. This implication is in accordance with the findings of
the previously mentioned experiment by Pal and Carswell (1973), that depolarization
by liquid water clouds increased with lidar penetration depth.

The idea of discriminating between different spherical particle sizes by measuring their
depolarization due to multiple scattering with two different field-of-views (FOVs) is il-
lustrated again for the case of double scattering. A simplified picture of the scattering
regimes for two particles of Reff = 8 µm and two particles of Reff = 3 µm and the mea-
surement by two FOVs is given in Fig. 3.7. The larger particle has a strong forward
peak in the phase function [see Fig. 3.5(a)], therefore the forward scattering takes place

at a rather small angle θ
(8)
f . The backscattering angle θ

(8)
b is close to 180°, which corre-

sponds to a rather low depolarization ratio [see Fig. 3.5(b)]. The smaller particle has a
less pronounced forward peak in the phase function, which results in a a larger forward

scattering angle θ
(3)
f . The backward scattering takes place at an angle θ

(3)
b < θ

(8)
b , which

results in a higher depolarization ratio than for the larger particle and is likely to be only
detected by the larger FOV. This simple picture illustrates, that small spherical particles
cause higher depolarization ratios by double scattering than large spherical particles.

In PollyXT lidar systems the smaller field-of-view is defined by the far-range (F/R)



3 Dual-Field-of-View Depolarization Method 25

Figure 3.7: Simplified sketch to illustrate double scattering on 8 µm particles and a 3 µm
particles and the detection by two different FOVs.

receiver and the field-of-view with the larger opening angle is defined by the near-range
(N/R) receiver (see Sec. 4.1). For convenience, names, parameters or variables associated
with either of the field-of-views are be denoted by the subscripts ”f” for F/R and ”n”
for N/R throughout this thesis. Accordingly, the volume linear depolarization ratios of
the F/R FOV and of the N/R FOV are denoted as δV

f and δV
n , respectively.

Figure 3.7 suggests, that the large (N/R) FOV can detect more multiple scattering
events of small particles, than the narrow (F/R) FOV. Hence, the ratio of the linear
depolarization ratios of the two FOVs

(
δV

f /δ
V
n

)
decreases with droplet size. In order

to quantify cloud droplet parameters from lidar measurements, this simplified double-
scattering picture is not adequate and a multiple scattering model as described in the
following is needed.

3.5 Multiple Scattering Simulation Model

Within PollyXT, lidar measurements of liquid water clouds are performed at a wave-
length λ = 532 nm which is small compared to the droplet size Reff > 3 µm. This
condition allows the use of the semi-analytic solution of the QSA (Sec. 2.2). Aleksey
Malinka provided a software that simulates lidar measurements of the depolarization by
multiple-scattering on a liquid water cloud. The droplet size distribution is described by
a modified-gamma distribution with a fixed width (Sec. 3.1). The cloud droplet number
concentration is assumed to be constant within the cloud (independent of height).
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Further sub-adiabaticity 4 (Merk et al., 2016) is assumed within the cloud, hence the
linear liquid water content increases linear with height (see Sec. 3.6). The simulation
inputs are given by a geometrical vector and an atmospheric state vector. The geometric
state vector is characterized by the emitted laser beam and by the receiver telescope of
the lidar. Three telescopes are used to realize two different FOVs and are described later
in Sec. 4. The atmospheric state vector includes macro- and microphysical parameter
of the cloud. The cloud base height zb (bottom of the liquid water layer) and the inte-
gration depths of the signals is defined. Cloud base height and integration depth define
the reference height zref , which is explained below. Moreover the extinction coefficient
of the cloud at reference height α(zref) and the effective radius of the cloud droplet
size distribution at reference height Reff(zref) are specified. The simulation provides the
stokes vector components I and Q which describe the backscattered light properties from
the emitted light of the laser after the Stokes Formalism (Bohren and Huffman, 2004).
Co- and cross-polarized lidar returns can be calculated from the stokes vector (Jimenez
et al., 2020a). The input-output scheme of the simulation is depicted in Fig. 3.8.

The model was used to simulate measurements with PollyXT on different cloud sce-
narios to produce look-up tables. The values for the geometric state vectors for PollyXT

are given in Tab. 3.1.

Table 3.1: Geometric input variables for the simulation.

laser beam

divergence full angle [mrad] 0.2

diameter [cm] 4.55

receiver telescope F/R FOV N/R FOV

receiver FOV full angle [mrad] 1.0 2.0

diameter primary optics [cm] 30 5

diameter second mirror shadow [cm] 6.6 -

4The adiabatic cloud profile is modified by using a sub-adiabatic factor to account for vertical turbulence
within the cloud.
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63

Geometrical Vector
● laser beam full divergence angle
● beam diameter
● receiver FOV full divergence angle
● diameter primary receiver telescope
● (second mirror shadow)

Atmospheric State Vector
● cloud base height
● reference height 
● extinction coefficient
● effective radius

Simulation

model assumptions: 
● LWC linear   

● CDNC constant  
● gamma – PSD  

Stokes Vector Components
I ,Q 

Volume Linear Depolarization Ratio 

Figure 3.8: Schematic of the input and the output of the simulation. The geometrical
vector is defined by the setup of the lidar. Parameters of the atmospheric
state vector are chosen within expected ranges for liquid water clouds and
within 75 m penetration depths for the laser. The microphysical model as-
sumptions above cloud base are: Linearity of the LWC with height, constant
CDNC with height and a modified gamma-shaped particle size distribution
(PSD). For all combinations of the input parameters (see Tab. 3.2 and Tab.
3.1) these model calculations were performed.
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Figure 3.9 shows some results of the multiple scattering simulation for a liquid cloud
base height of 3 km and up to 200 m into the cloud. Four different profiles of the effective
radius and four different profiles of the extinction coefficient are plotted. The results of
the linear depolarization ratio of the F/R FOV δV

f and the N/R FOV δV
n are displayed as

well as the ratio of both. Figure 3.9(c) shows the remarkable aspect which is the starting
point of the inversion: A clear dependence of δV

n /δ
V
f on Reff in the lowest part of the

cloud (up to approximately 75 m into the cloud) independently of the cloud extinction.
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Figure 3.9: Simulated volume linear depolarization profiles for the F/R FOV (a), the
N/R FOV (b) and the ratio δf/δn. For different extinction coefficient (color)
and effective radius (symbols). Different values of the reference extinc-
tion αref is indicated by color: 5.2 km−1 (blue), 10.4 km−1 (red), 15.6 km−1

(green) and 26 km−1 (black). Different values of the reference effective radius
Reff are indicated by symbols: 3.6 µm (triangle), 5.8 µm (circle, 7.9 µm (star)
and 14.4 µm (square). The geometric input variables are given in Tab. 3.1.
Figure adapted from Jimenez et al. (2020a).

For the retrieval, signals are integrated from cloud base zb to a reference penetration
depth zref to lower the signal to noise ratio and to obtain more robust values. Then, the
cloud-integrated volume depolarization ratio is calculated for the F/R FOV

δ̄f =

∫ zref

zb
P⊥f dz∫ zref

zb
P
‖
f dz

(3.11)

and the for the N/R FOV

δ̄n =

∫ zref

zb
P⊥n dz∫ zref

zb
P
‖
n dz

. (3.12)

Figure 3.9(c) shows that above 75 m penetration depth the clear dependence of the ratio
δf/δn vanishes. Therefore, the penetration depth ∆zref = 75 m is fixed at all times and
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the reference height is

zref = zb + ∆zref .

It should be noted that the simulation assumes equal efficiencies for all lidar channels
which is not the case for real lidar measurements. The linear depolarization ratios need
to be calibrated carefully (see Sec. 4.2).

The ratio between the integrated depolarization ratios of the two FOVs is given by

δ̄rat =
δ̄f

δ̄n
. (3.13)

The cloud-integrated linear depolarization ratios (δ̄f , δ̄n) and δ̄rat correspond to the
input parameters at reference height zref , which are the reference extinction coefficient
αref = α(zref) and the reference effective radius Rref

eff = Reff(zref).
To express Rref only as a function of δ̄rat a linear regression is applied (separately for

each cloud base height) and the results can be represented by third-degree polynomials:

R
ref,(zb)
eff

(
δ̄rat

)
= r

(zb)
0 + r

(zb)
1 δ̄rat + r

(zb)
2 δ̄2

rat + r
(zb)
3 δ̄3

rat. (3.14)

The coefficients of Equ. 3.14 and the full data sets of
[
Rref

eff , αref , δ̄f

]
are stored for each

simulated cloud base height as look-up tables. These look-up tables can be used for an
inversion procedure to determine the microphysical properties by dual-FOV depolariza-
tion measurements as explained in the following section.

3.6 Retrieval of Effective Radius and Extinction of Cloud
Droplets

The simulation was performed for both receiver FOVs and for 810 different cloud pa-
rameter combinations to generate the data base for the look-up tables for the inversion.
An overview of the atmospheric input parameters, which were used for the multiple
scattering simulation are given in Tab. 3.2 and resulting look-up tables can be directly
accessed via Jimenez et al. (2020c).

Table 3.2: Atmospheric state input variables for the simulation. The integration depth
was ∆zref = 75 m.

zb [km] 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

α(zref)[km−1] 5.2 7.8 10.4 13.0 15.6 18.2 20.8 23.4 26.0 28.6

Reff(zref)[µm] 3.6 4.7 5.8 6.9 7.9 9.4 10.8 12.6 14.4

The generalized retrieval scheme to determine the cloud droplet number concentra-
tion is displayed in Fig. 3.10. First, simulations with various permutations of input
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Figure 3.10: Generalized retrieval scheme of the dual-FOV depolarization method. Re-
trieved measurements are used in an inversion routine to determine extinc-
tion and effective radius at reference height. Finally, microphysical proper-
ties of the cloud can be determined.

parameters (cloud base height, extinction and effective radius) are performed to create
look-up tables for depolarization ratios of both FOVs (as explained before). In a sec-
ond step lidar signals are used for the retrieval of cloud base height and height resolved
depolarization ratios for the two FOVs. The measurements are used to calculate the
cloud-integrated linear depolarization rations for both FOVs (δ̄f , δ̄n) and their ratio δ̄rat.
Now the look-up tables are used to look up the extinction coefficient and the effective
radius which correspond to δ̄rat and δ̄f . Figure 3.11 shows all simulation input values
versus δ̄rat and δ̄f for a case with cloud base height of zb = 3 km. Also in Fig. 3.11(a) it
can be seen that δ̄rat strongly depends on Rref

eff but almost no dependence between δ̄rat

and αref is visible. Therefore, the reference effective radius Rref
eff can be looked up by

a given (measured) value of δ̄rat. Figure 3.11(b) illustrates that the reference effective
radius which was looked up and the integrated depolarization ratio of the F/R FOV δ̄f

which was retrieved by the lidar measurement can be used to find the reference extinc-
tion coefficient αref from the look-up tables.

After the identification of effective radius and extinction coefficient at reference height
assumptions of the cloud model allow the retrieval also for the lower sub-adiabatic part
of the cloud. The focus of this thesis specifically lies on liquid phase shallow stratus and
altostratus and especially the base of these cloud types. Within this cloud regime two
approximations can be made:
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Figure 3.11: Simulation results for a cloud base height of 3 km and a integration depth
of ∆zref = 75 m. Reference values of the effective radius and extinction
coefficient therefore correspond to zref = 3075 m . The ratio of integrated
depolarization ratios δ̄rat is show in (a) and the integrated depolarization
ratio of the F/R FOV δ̄f is displayed in (b). Both plotted as a function
of reference effective radius Rref

eff and reference extinction coefficient αref .
Figure adapted from Jimenez et al. (2020a).

The activation of all CCN take place at the base of the cloud within a few centimeters
to a few tens of meters (Pinsky et al., 2012). Therefore, it might be assumed that no
further droplets are formed within the cloud, which means that above cloud base zb the
droplet number density can be supposed to be constant with height (de Roode and Los,
2008).

ND(z) = ND, z ≥ zb

Further sub-adiabatic conditions within the cloud are assumed (Merk et al., 2016), which
is a feasible approximation since we consider maximum penetration depths ranging only
from 75 m to 200 m (Donovan et al., 2015). From the sub-adiabatic assumption it follows
that within the cloud the liquid water content is a linear function of height

cw(z) =
dcw(z)

dz
· (z − zb), z ≥ zb, (3.15)

where z is the height, zb is the height of the cloud base. Any linear function y = ax+ b
can be described by means of two known points (x1, y1) and (x2, y2) with

f(x) =
y2 − y1

x2 − x1
· (x− x1) + y1.
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Therefore, the liquid water content can be written as

cw(z) =
cw(zref)− cw(zb)

zref − zb
· (z − zb) + cw(zb).

Per definition the liquid water content is zero at the cloud base, cw(zb) = 0 and the
equation above reduces to

cw(z) = cw(zref)
z − zb

zref − zb
. (3.16)

Effective Radius

From Equ. 3.10 it can be seen that the cloud extinction coefficient can be written as
α = 2πkR2

effND. Equation 3.6 can be rearranged as

Reff =
3

2ρ

cw

2πkR2
effND

⇔ Reff =

(
3

4πρkND
cw

)1/3

. (3.17)

If one uses the linear function for the liquid water content from Equ. 3.16 it follows

Reff =

(
3

4πρkND
· cw (zref)

z − zb

zref − zb

)1/3

(3.18)

⇔ Reff = Reff (zref)

(
z − zb

zref − zb

)1/3

, (3.19)

where by means of Equ. 3.17 and 3.15

Reff (zref) =

(
3

4πρkND
cw(zref)

)1/3

(3.20)

(3.21)

Extinction Coefficient

To find a similar expression for the extinction coefficient, again Equ. 3.6 can be used as
starting point and

α(z) =
3

2ρ

cw(z)

Reff(z)
. (3.22)

Next Reff is replaced by means of Equ. 3.17

α(z) =
3

2ρ
· cw(z) ·

(
3

4πρkND
cw(z)

)−1/3

=

(
πkND

2

)1/3 [3

ρ
cw(z)

]2/3

.
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Substituting cw with Equ. 3.16 results in

α(z) =

(
πkND

2

)1/3(3

ρ
cw(zref)

)2/3 ( z − zb

zref − zb

)2/3

.

Which can be rewritten as

α(z) = α(zref)

(
z − zb

zref − zb

)2/3

, (3.23)

where

α(zref) =

(
πkND

2

)1/3(3

ρ
cw(zref)

)2/3

=

(
πkND

2

)1/3 [3

ρ
ω · (zref − zb)

]2/3

.

Within the sub-adiabatic assumption the liquid water content is linear with height and
is by means of Equ. 3.7

cw(z) =
2ρ

3
Reff(z) α(z)

=
2ρ

3
Reff(zref) α(zref)

(
z − zb

zref − zb

)
. (3.24)

By model assumption the cloud droplet number concentration (Equ. 3.9) is constant
within the cloud

ND =
1

2π

1

k
α(zref) R

−2
eff (zref) . (3.25)

These idealized (sub-adiabatic) cloud assumptions are summarized in Fig. 3.12.
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D α eff

b

ref
LWC

Figure 3.12: Sketch of an sub-adiabatic cloud. Aerosols act as as CCN at the cloud
base. The behavior of microphysical properties in the cloud are indicated by
function slopes. Cloud droplet concentration is assumed to be constant and
liquid water content is supposed to increase linear with height, respectively.
The extinction coefficient is found to behave as α(z) ∝ z2/3 and the effective
radius increases as Reff(z) ∝ z1/3 . All properties are zero at cloud base,
except ND which in this model is described in a step function. Figure
adapted from Jimenez et al. (2020a).
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4 Implementation of the dual-FOV
depolarization measurements in PollyXT

The goal of this thesis was to implement the dual-FOV depolarization method in the
PollyXT system inside the OCEANET-Atmosphere measurement container and to de-
velop the corresponding software for the retrieval. In this chapter the general optical
setup of PollyXT is explained with a focus on the parts which needed to be considered
during the upgrade for the dual-FOV depolarization technique to infer the modifications
which were made in the setup. Subsequently, the routine for the determination of the
calibration constants for the depolarization ratios of the near-range and the far-range
channels is described. Since backscattering on low-level liquid water layers often result
in very high photon count rates some considerations on dead-time effects are made. Fi-
nally, the developed software is presented, which is capable to automatically retrieve
cloud droplet number concentrations from data of the upgraded PollyXT.

4.1 Hardware Modifications

PollyXT is an automated multi-wavelength Raman polarization and water-vapor lidar
which was developed at TROPOS. It deploys a far-range (F/R) telescope with eight
channels employed to measure elastic and Raman backscatter and depolarization (En-
gelmann et al., 2016). Moreover it has a near-range (N/R) telescope with four channels
utilized to measure elastic and Raman backscatter. The optical setup including the new
telescope and photon detection channel which was built in in the course of this thesis is
illustrated in Fig. 4.1. Detailed information of the system can be found in Engelmann
et al. (2016), which is the main source of the technical details explained in the follow-
ing. The transmitting unit of PollyXT provides linearly polarized laser pulses at 20 Hz
repetition rate at wave lengths 1064 nm, 532 nm and 355 nm. The transmitter includes
a setup to purify the linear polarization state to 99.9 %, which allows the detection of
Rayleigh depolarization by molecules. A beam expander is used to expand the beam to
45.5 mm diameter (indicated by a green circle in the top view in Fig. 4.1). The beam
divergence is less than 0.2 mrad. The blue frame in Fig. 4.1 includes all optical elements
and detectors which are part of the far-range receiver unit. The far-range telescope is
defined by a 300 mm diameter primary mirror with 900 mm focal length and a pinhole
of 0.9 mm which results in a full angle FOV of ΘFOV

f = 1 mrad. A linear polarizer is
mounted in front of the pinhole and can be turned by a stepper motor at distinct an-
gles for an automated procedure for the absolute ∆90° calibration of the depolarization
(Freudenthaler et al., 2009). After passing the pinhole and a pair of collimating lenses
the received radiation is separated by different wavelengths (1064 nm, 607 nm, 532 nm,
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Figure 4.1: Optical setup of the PollyXT system including the modifications which were
made in the course of the thesis. On the upper left side a front view of
the system is displayed, the lower left part shows a top view. The right part
illustrates the overall FOV configuration of the system. The figure was jointly
produced with C. Jimenez and first published by Jimenez et al. (2020b).
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387 nm and 355 nm) and directed to the detector units by using dichroic beam splitters.
At 532 nm and 355 nm the received radiation is splitted into equal parts. One part is
sent directly to a detector unit and the second part passes a linear polarizer which is
oriented orthogonal to plane of polarization of the emitted laser beam from the trans-
mitting unit. Hence, in the F/R receiver unit the total and cross-polarized signals for
532 nm and 355 nm are measured. The calculation of the linear depolarization ratio is
explained in Sec. 4.2.

The parts of the near-range receiver unit are colored violet or are given within the
violet frame in Fig. 4.1. The first near-range telescope is defined by a spherical mirror
of 50 mm diameter and 200 mm focal length and an optical fiber of 400 µm diameter.
As the the diameter of the optical fiber can be considered as the pinhole diameter the
full-angle FOV of the first near range telescope is given by ΘFOV

n = 2 mrad. Subsequent
to the optical fiber the signal is splitted into four wavelengths (607 nm, 532 nm, 387 nm
and 355 nm) and the signals are directed to the detector units.

As explained above, PollyXT had the capability to retrieve the linear depolarization
ratio at 532 nm within the far-range at the full-angle field-of-view ΘFOV

f = 1 mrad and
the total signal at 532 nm with the near-range receiver at the full-angle field-of-view
ΘFOV

n = 2 mrad. Jimenez et al. (2019) showed that the combination of a 1 mrad FOV
and a 2 mrad FOV is suitable for the dual-FOV depolarization method. Therefore, it was
decided to upgrade the near-range receiving capabilities of PollyXT so that it can measure
cross polarized signal at 532 nm. Within the optical fiber between the first near-range
telescope and the near-range detector unit all information on the polarization state is
lost. Therefore, an additional telescope had to be used to measure cross-polarized light.
Within a reflecting telescope, like the design of the first (unpolarized) N/R telescope it is
difficult to apply a polarizer. Either a polarizer has to be placed as first optical element,
which means that a hole inside the polarizer is necessary to pass the optical fiber. Or the
polarizer needs to be the last optical element before the light is coupled into the optical
fiber, which is not suitable due to different incident angles on the polarizer and resulting
distortions. For this reason it was decided to use a lens-telescope with a polarizer on
top, which eases angular adjustment of the polarizer (R1 in Fig. 4.1). The diameter
of the optical fiber defines the pinhole and the numerical aperture of the fiber should
accept all incident angles produced by the lens. The full-angle FOV can be calculated
by

ΘFOV = 2 arctan

(
d

2f

)
where d is the pinhole diameter and f is the focal length of the lens. For very small
angles the equation can be approximated by

ΘFOV =
d

f
. (4.1)

The FOV of the new N/R telescope and the first N/R telescope need to be equal (2 mrad),
so Equ. 4.1 determines the ratio of pinhole diameter and focal length to be 1/500. The
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numerical aperture NA of a optical fiber defines the maximum incident angle under
which light can be coupled into the fiber (denoted by index F) by

θmax
F = arcsin

NA

n
. (4.2)

In this application, the refractive index n of air can be considered as unity. On the other
hand, the maximum incident half-angle produced by a lens (denoted by index L) is given
by

θmax
L = arcsin

d

2f
. (4.3)

Therefore, an optimal setup requires θmax
F > θmax

L .
On the basis of these considerations it was decided to use an achromatic lens with

a diameter of 50 mm and focal length of 200 mm (Thorlabs AC508-200-A) and a step-
index multimode optical fiber of 400 µm diameter and with a numerical aperture of 0.22
(Thorlabs M113L02). Both are installed into a 50 mm lens tube. An autocolimination
telescope was used to adjust the distance of the lens and the fiber. In front of the
telescope a linear polarizer with extinction efficiency > 1000 : 1, 500−700 nm (Thorlabs
LPVISE050-A) was applied with an adjustable mount. Figure 4.2a shows a photograph
of the full telescope and detector setup in laboratory. Between the first optical fiber and
a second optical fiber a fiber-optic scrambler is included (R2 in Fig. 4.1). The scrambler
homogenizes the incident angles which result from measurements at different heights
(and wavelengths) (Arshinov et al., 2004). It is realized with a 2 mm sapphire ball lens,
which is mounted within a 12.5 mm lens tube system (Engelmann et al., 2016). From
the second optical fiber the light passes through two plano-convex lenses (LA1289-A)
to to collimate the light and to reduce aberrations, so that the incident angles on the
following interference filter are close to 90°. The lenses have an anti reflection coating
to avoid internal reflections. A mount for neutral-density (ND) filters was installed as
well to be able to adjust the light intensity to a suitable level for the detector. A small
photo multiplier tube (Hamamatsu H10721P-110) and photon discrimination electronic
as described in Engelmann et al. (2016) are used for photon detection (R3 in Fig. 4.1).
Possible dead-time effects of the detector units are described in Sec. 4.3. The position
of the mount of the new telescope can be seen in Fig. 4.2b and Fig. 4.2c and is
marked as R1 in the sketch in Fig. 4.1. The new near-range telescope was mounted
with a kinematic mount (for precise adjustments) directly above the secondary mirror
of the F/R telescope. In the design of the mount-post1 and the positioning of the new
N/R telescope it was taken care that no additional shadowing on the primary mirror
of the F/R telescope occurs. It should be noted that in PollyXT onboard the LACROS
container the position of the new telescope is the same, however in the recently new built
PollyXT systems for Dushanbe (Tajikistan) and Limassol (Cyprus) another laser type is
built in at a different position, such that the new N/R telescope could be mounted at
the former position of the laser (T1 in Fig. 4.1) and next to the first N/R telescope.

1Mechanical design by Karsten Hanbuch.
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Figure 4.2: Photos of the optical setup. The complete lens and detector setup is shown
in laboratory (a). Figure (b) shows the position of the mount of the new
telescope in red dashed box and incoming light collected by the far-range
telescope is indicated with yellow arrows. The mounted new near range
telescope and optical fiber path can be seen in (c).
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4.2 Calibration of the Linear Depolarization Ratio

To determine the volume linear depolarization ratio from PollyXT measurements first
the signal ratio of cross- and total signal has to be calculated

δ′ = P⊥/ P t. (4.4)

Subsequently the signal ratio is transformed to the volume linear polarization ratio (see
Equ. 2.5) within different calibration routines for the two FOVs, as described in the
following.

Calibration for the F/R reciver is performed by using an automated ∆90◦ calibration
routine (Engelmann et al., 2016; Freudenthaler et al., 2009). Every 8 hours a polarizer
is rotated in the light path with its polarization axis rotated by ±45° with respect to the
laser polarization axis. The ratio of the total and cross-polarized signal is calculated by

δ′±45° = P⊥(±45°) / P t(±45°), (4.5)

and the calibration constant of the F/R receiver Cf can be determined by

Cf =
1 +Rt

f

1 +R⊥f
δ′±45° , (4.6)

where Rt
f and R⊥f are the receiver transmission ratios for the total and the cross-polarized

channel, respectively. The volume linear depolarization ratio is then given by

δV
f =

1−
δ′f
Cf

δ′f
Cf
Rt

f −R⊥f
(4.7)

The detection efficiency of each channel might be polarization dependent and refers
to the entire light path from the telescope through different beam splitters up to the
detector and is caused by the diattenuation of the individual optical elements (Mattis
et al., 2009; Engelmann et al., 2016). The transmission ratio of a channel (i) is defined
as

Ri =
η i,⊥
η i,‖

, (4.8)

where η i,⊥ and η i,‖ are the efficiencies to detect cross- and co-polarized light with re-
spect to the laser polarization plane. The transmission efficiencies were determined in
laboratory setup by Engelmann et al. (2016). For PollyXT (1.0 nm filter width) molec-
ular (Rayleigh) linear depolarization ratios of 0.53 % are expected at 523 nm, assuming
100% purity of the linearly polarized emitted laser (Engelmann et al., 2016). However,
it was found that with the current setup and transmission ratios the expected Rayleigh
depolarization ratio could not be reproduced from the lidar measurements presented in
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this thesis. Thus, the parameters were corrected by keeping the value Rt
f which was

determined in laboratory conditions, while adjusting the value of R⊥f by data analysis
under the assumptions of pure Rayleigh depolarization in an aerosol free atmosphere.
This parameter adjustment is justified because the laboratory measurements of Rt

f and
R⊥f are several years old and occasional receiver adjustments have been made since then.
Values of the transmission ratios can be found in Tab. 4.1 at the end of this section.

The N/R receiver has no built-in hardware facility for absolute depolarization calibra-
tion. Accordingly, a calibration relative to the F/R receiver is performed. If no multiple
scattering (MS) aerosol is present, the volume linear depolarization ratio of F/R FOVf

and N/R FOVn should be equal. Using Equ. 4.7 we get

δV
f = δV

n , (if no MS) (4.9)

⇔ δV
f =

1− δ′n
Cn

δ′n
Cn
Rt

n −R⊥n

⇔ δV
f

(
δ′n
Cn
Rt

n −R⊥n
)

= 1− δ′n
Cn

⇔ 1

Cn

(
δV

f R
t
nδ
′
n

)
− δV

f R
⊥
n = 1− 1

Cn
δ′n

⇔ 1

Cn

(
δV

f R
t
nδ
′
n + δ′n

)
= 1 + δV

f R
⊥
n

⇔ Cn =
δV

f R
t
nδ
′
n + δ′n

1 + δV
f R
⊥
n

.

Hence, the calibration constant of the N/R FOV can be expressed as

Cn =
1 + δV

f R
t
n

1 + δV
f R
⊥
n

δ′n. (4.10)

The volume linear depolarization ratio for the N/R FOV is calculated analogously to
Equ. 4.7 by

δVn =
1− δ′n

Cn

δ′n
Cn
Rt

n −R⊥n
. (4.11)

The transmission ratios of the N/R channelsRtn andR⊥n were not a priori determined in
laboratory. In the case of the total N/R channel the transmission ratio can be considered
to be 1, because the mirror of the original N/R telescope for the ”total” detection
channels can be assumed to have a depolarization-independent efficiency and within the
optical fiber all polarization information is lost.
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The transmission ratio of the new N/R channel which was installed to measure the
cross-polarized signal with respect to the laser polarization plane is only determined by
the polarization filter efficiency, since it is the first optical element of the channel. In
theory it should be close to the manufacturing specifications of the filter, but it also
depends on setup adjustment (precision of the alignment angle). The transmission ratio
of the (N/R)⊥ channel was determined by comparison of measurements with different
depolarization ratios, such as measurements of aerosol free atmosphere and of cirrus.
Within each scenario the volume linear depolarization ratio of the two FOVs was assumed
to be equal, because the absence of depolarization due to multiple scattering could be
safely presumed:

δV
f (aerosol-free) = δV

n (aerosol-free)

δV
f (cirrus) = δV

n (cirrus)

(4.12)

Table 4.1 shows the transmission ratios of PollyXT-OCEANET and of PollyXT-Dushanbe
and are valid for the measurement cases that are presented in this thesis. It should be
noted that transmission efficiencies might change due to changes in the setup, and the
presented parameters were determined for the time periods of the two measurement
cases which are examined in the thesis. The low value of R⊥n of 250 for the PollyXT
in Dushane is most likely caused by a slightly rotated polarizer at the telescopes input.
This slight missalignment could probably easily be fixed during a next mainenance trip.

Table 4.1: Transmission coefficients of the total and cross-poalrized channels of far-range
and near-range telescopes at 532 nm.

Rt
f R⊥f Rt

n R⊥n

PollyXT OCEANET (13 Nov 2019) 1.09 125 1 2000

PollyXT Dushanbe (15 Sept 2019) 1.05 1666 1 250

4.3 Dead-Time Correction

Photon counting in PollyXT is realized through photo multiplier tubes (PMT). PMTs
make use of the external photo electric effect to convert photon energy to an electronic
signal, which is subsequently discriminated by electronics to detect single photons. How-
ever, the detection accuracy is limited due to its intrinsic dead-time. That is the time
after an (photon counting) event, during which the detector is not able to register an-
other event. Hence, especially at high photon count rates (>10 Mega counts per second,
Mcps), the number of counted photons is underestimated (Donovan et al., 1993). Due
to the electronic design the photon counters in PollyXT have to be considered as paral-
izable as photons pile up if they occur at higher frequencies than the inverse dead-time
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(Engelmann et al., 2016). Therefore, a ”plateau-effect” and even further a signal drop
can occur at very high photon count rates (> 100 Mcps) and the signal can not be
unambiguously determined.

As a pragmatic solution, the dead-time of each PMT is determined by measurements
in laboratory setup and a polynomial fit function is calculated and stored to correct the
lidar signal in the post-processing chain. In the course of this thesis, the dead-time of the
newly implemented PMT was estimated by three laboratory setups following Engelmann
et al. (2016). First the dark counting rate of the PMT was measured. In the second
measurement setup only the internal reference light-emmitting diode (LED) of the PMT
was switched on. The third test setup is the actual dead-time measurement and is shown
in Fig. 4.3. A trigger produces rectangular shaped pulses which synchronizes a waveform

Trigger

Waveform

Generator

Acquisition of Data

LED

PMT Ref.

PMT 

LED

Figure 4.3: Schematic setup of for dead-time measurement with a reference PMT.

generator and the data acquisition. The data acquisition is built with an optical trigger
input, thus an LED is used to transfer the electronic pulse to an optical pulse. The
waveform generator itself produces an electronic signal with distinct triangle waveform
which is transferred to an optical signal by a LED. The new PMT and a reference PMT
with known dead-time are illuminated simultaneously by the LED and the digital signal
of discriminated photons is sent to the data acquisition unit. The acquired data was
used as input for a software by Ronny Engelmann to estimate a dead-time correction
polynomial function as shown in Fig. 4.4. During an actual lidar measurement, neutral
density filters are located in front of each channel to attenuate the lidar return so that
desirable count rates can be achieved. The signal of liquid water clouds is by orders
of magnitudes larger than the signal of aerosols. Moreover maximum photon count
rates strongly depend on atmospheric parameters as the height, optical thickness and
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a0  = 0.0
a1  = 0.9968894
a2  = 0.00052119968
a3  = 8.3297711 e-5
a4  = -1.234012  e-6
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Figure 4.4: Corrected count rate plotted against measured count rate of the PMT of the
new N/R channel which was built in PollyXT within OCEANET-Atmosphere.
Data was measured as described in the text and processed and plotted by
Ronny Engelmann to calculate the dead-time and the polynomial correction
function. The shown polynomial coefficients correspond to the paralizable
dead-time formulation and the black solid line illustrates the response of a
theoretical perfect PMT with no dead-time effects.

backscatter efficiency of the the cloud. In this work, the possibility to establish a trade-
off for the optical thickness of ND-filters was aimed at in order to detect both aerosol and
clouds with acceptable count rates. It should be already mentioned that this trade-off
limits the observations to rather high clouds and in future dedicated detectors exclusively
for cloud observations are envisioned.
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4.4 Software Implementation

A first software prototype for the automatic retrieval of cloud properties by the dual-FOV
depoloarization method was written by C. Jimenez. The code responds to a variety of
tests and developments inherent to the dual-FOV depolarization technique and was first
implemented in the MARTHA system and then at PollyXT. It was the scope of the thesis
to develop a new robust software which implements the dual-field-of-view depolarization
method, so that it can be later integrated into the PollyNET data processing chain. Pol-
lyNET (Baars et al., 2016) is a network of all PollyXT stations and a software suite which
automatically and permanently processes lidar measurements which are transferred from
the PollyXT stations. (Plots of the lidar products can be accessed via a web-interface:
http://picasso.tropos.de) In the course of this thesis, a highly modularized, clearly
written software was developed, which eases maintenance and adjustments due to its
functionality and is the basis for later integration into the processing chain for the auto-
matic data analysis of all PollyXT. The presented software is able to automatically and
sequentially process full PollyXT data sets. This section explains the core functionalities
of the software and serves as a documentation for further developments. The general
scheme of the developed software is illustrated in Fig. 4.5 and explained in detail below.
Some processing steps are illustrated by measurements retrieved by PollyXT-OCEANET
during the MOSAiC campaign on 14-15 May 2020.

Input Data and Parameters

The data basis of the retrieval is given by the simulated look-up tables (see sec. 3.5), the
lidar measurements of PollyXT, and various parameters which have to be determined or
adjusted in advance. The look-up tables which were produced in advance can be used for
all PollyXT systems with the same setup configuration concerning telescope and laser (see
Tab. 3.1). All PollyXT systems store measurements in NetCDF file format with similar
structure and in general one file stores 6 hours of measurements with a time resolution of
30 seconds and a spatial resolution of 7.5 m up to 48 km height. The main input signals
for the software are the photon counts per 30 seconds of the four channels at 532 nm: The
total and the cross-polarized signals of the F/R FOV and the N/R FOV, respectively.
Further input values are the measurement time, the time of the ∆90◦ calibration, the
dead-time-correction polynomials for each channel, and the laser repetition rate. The
transmission coefficients of the four channels have to be determined in advance an can
be found in Tab. 4.1. The variance of the retrieval results is controlled by adjusting
the temporal resolution of the inversion smoothing parameters. The performance of the
retrieval software can be optimized by tuning further parameters to local predominant
(cloud) conditions2.

2These method-specific parameters define height ranges for the search of the base of the liquid-water
layer and for the procedures for the calibration of the absolute calibration of the F/R FOV and the
relative calibration of the N/R FOV.

http://picasso.tropos.de
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Figure 4.5: Processing scheme for the dual-FOV depolarization retrieval method as im-
plemented for this thesis. Rounded boxes indicate data. Angular boxes
display processes. The input data is given in green boxes.
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Signal Corrections and Smoothing

After the lidar signal is imported, first the counting rate per second for each 7.5 m
height bin is calculated by means of the laser repetition rate. Then, the signals of all
four channels need to be corrected for dead-time effects. The dead-time polynomials
are different for each channel and are evaluated at each single measurement point. It
was found that the performance of the search for the liquid water layer (also referred to
as cloud base search) could be improved be applying a vertical smoothing. A moving
average filter with a a span of 7 height bins was determined as a good compromise
between improved performance and spatial information density. However, the span of
the moving average filter can be adjusted by the user. Since the signal for the cloud
base search is smoothed also the signal which is integrated above cloud base should be
smoothed to omit the introduction of an additional source of error during the retrieval.

The background signal of PollyXT can be determined in different ways. Either the
signal during the pretrigger (which are the 12.5 µs that are measured before the laser
pulse is emitted), or the signal from large heights is used. In this case the average signal
from 22 km to 25 km height is subtracted from the signal and subsequently the range
correction is performed.

Cloud Base Search

The precise determination of the bottom of the liquid water phase (cloud base search)
is very crucial for results of the overall method. Jimenez et al. (2020b) calculated the
impact of the uncertainty in the cloud base search as one major source contributing to
the overall error of retrieved effective radius and extinction coefficient. Various meth-
ods exist to determine cloud micro- and macrophysical properties, like cloud phase and
cloud boundaries. A common strategy is to use a ground-based remote sensing instru-
ment synergy approach like Cloudnet (Illingworth et al., 2007) or the multisensor cloud
phase classifier introduced by (Shupe, 2007). Nevertheless, in terms of vertical accuracy
these retrievals are usually limited by the cloud radar resolution, which depends on the
instrument itself and the respective settings, but is rarely higher than 30 m. Moreover
the dual-FOV depolarization method was planed as a single instrument retrieval, which
can perform with solely data from PollyXT.

For this thesis the same strategy as described in Donovan et al. (2015); Jimenez et al.
(2020b) was used. The cloud base search is performed for each 30-second profile of the
range-corrected backscatter signal at 532 nm and within a height range of 1 km to 6 km.
Each range-corrected backscatter profile (P ) is normalized to its maximum peak (Pmax).
The cloud base is defined by the threshold P/Pmax > 0.07, which might be slightly
adjusted to optimize the cloud base search (see Fig. 4.6). The results of the cloud base
search for an example case of almost 2 hours are displayed in Fig. 4.7 by the blue line.
It can be seen that the results are very good for pure liquid phase layers, but the method
has some deficits if ice virga is present below the liquid water layer.
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Figure 4.6: Range-corrected profile of the F/R FOV normalized to the peak. The cloud
base is defined by the threshold P/Pmax > 0.07. The data of the profile was
measured on 15 May 2020 at 00:20 UTC during the MOSAiC campaign.
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Figure 4.7: Range-corrected signal of the far range 523 nm total channel for 14 May 2020
23:40 UTC to 15 May 2020 01:30 UTC. The blue line indicates the cloud
base found by the algorithm. The dashed black box marks the time interval
which is thoroughly explored (see Fig. 4.8 for details). The purple dots show
the result of the averaged cloud base heights (explained in the following).
At 23:40 UTC and 23:50 UTC data gaps in the raw measurement files are
present.
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Depolarization Calibration Constants

The dual-FOV depolarization method uses the linear depolarization ratio of the F/R
receiver and of the N/R receiver and during the inversion procedure, and these ratios
are even divided by each other. Therefore, both ratios need to be determined as accurate
and precise as possible. During the processing chain the precision is manly determined
by the calibration of the linear depolarization ratios. The calibration constant of the
F/R telescope is derived by the absolute ∆90° calibration routine (Sec. 4.2), which is
very robust to different atmospheric conditions. If no calibration data is available in
the processed data set or if the signal cannot be used due to high attenuation by very
low clouds, a calibration constant from a neighboring data set is used. The calibration
constant of the N/R receiver unit has to be calculated relatively to the calibrated depo-
larization ratio of the F/R receiver. Since the detected linear depolarization ratio due
to multiple scattering depends on the FOV, Equ. 4.11 demands the absence of multiple
scattering. Therefore, the time and height range has to be chosen carefully, such that no
liquid water clouds are present. This is done automatically by the software by excluding
the height domain above liquid water cloud base.

Averaging

For the dual-FOV depolarization inversion procedure the signal of the four channels are
only needed for the height range zb to zref (see Sec. 3.6). The signals above the cloud base
are averaged over several minutes to decrease the noise in the results. It was found that in
most cases an averaging period of 3 min sufficiently reduces the noise, but the resolution
can also be tuned by the user. A threshold of 300 m for the maximum variance between
cloud base heights within one averaging interval ensures that different cloud-decks are
not summarized. The averaging does not work ”horizontally” concerning the height
domain which would ”smear over” the result due to short scale variances in the cloud
base height. Instead an averaging that performs parallel to the cloud base contour is
applied which results in a more pronounced data set. Figure 4.8 illustrates the averaging
process for the time period 00:02:30 UTC to 00:05:00 UTC. The cloud base is indicated
as the blue line, and the first 10 bins (75 m) above each cloud base are averaged along the
black contour lines. E.g., the first average-bin holds the average over the values along
the lowest black contour line. The averaged results are associated with the mean cloud
base within these six time bins (indicated as pink dot). For an even number of time bins,
the time average is rounded down to be consistent with the time stamps throughout the
software. The averaged signals which correspond to 00:03:30 UTC are displayed in Fig.
4.9 for each of the four channels at 532 nm ([F/R]t,[F/R]⊥,[N/R]t,[N/R]⊥).

Calculation of the integrated depolarization ratios and δ̄ratδ̄ratδ̄rat

The measurement inputs for the inversion procedure were introduced in Sec. 3.6 and the
software implementation follows this approach. For the sake of lucidity in the following
the height is denoted as z, however in the software discrete 7.5m height bins are pro-
cessed. I.e. in the subsequent formulations in this section z takes only discrete values
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Figure 4.8: The averaging process over 3 minutes of the range corrected signal of the
total signal of the F/R. The cloud base is depicted as the blue line and the
black contour lines mark the 10 bins (75 m) above each cloud base.
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Figure 4.9: Results of the averaging process of the four signals, corresponding to 00:03:30
UTC. In the next step, each signal is summed from the averaged cloud base
which corresponds to 00:03:30 UTC zb = 3942 m to zref . For better rep-
resentation, each signal was normalized to the maximum within the signal
and the cross signal of each FOV is divided by the depolarization calibration
constant of the FOV.
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according to 7.5m height-bin steps. By means of equations 3.11 and 3.12 each signal is
summed up from cloud base to 75 m above cloud base (see Fig. 4.9), and signal ratios
of the integrated cross-polarized and total signal are calculated for the F/R

δ̄′f(zref) =

zref∑
z=zb

P⊥f (z)

zref∑
z=zb

P tf (z)

(4.13)

and for the N/R

δ̄′n(zref) =

zref∑
z=zb

P⊥n (z)

zref∑
z=zb

P tn(z)

, (4.14)

where zref = zb + 75 m. The integrated linear depolarization ratios are calculated by
means of Equ. 4.7 and Equ. 4.11 as

δ̄f(zref) =
1−

δ̄′f(zref)

Cf

δ̄′f(zref)

Cf
Rt

f −R⊥f

and

δ̄n(zref) =
1− δ̄′n(zref)

Cn

δ̄′n(zref)

Cn
Rt

n −R⊥n
.

The ratio between the integrated linear depolarization ratios of both FOVs (Equ. 3.13)
is given by

δ̄rat(zref) = δ̄f(zref)/δ̄n(zref).

Inversion procedure using the look-up tables

At this stage the simulated look-up tables (described in Sec. 3.5) are used for the
inversion procedure. The polynomial fit functions (see Equ. 3.14) are loaded for the
simulated cloud base heights which are directly below and directly above the measured
cloud base height; in the given example that is zbelow = 3500 m and zabove = 4000 m. The
polynomials are evaluated for a range of δ̄rat which depends on the cloud base height (in

the given example it is δ̄rat = [0.554, ..., 1]). The resulting curves Rref,below
eff and Rref,above

eff

are interpolated to the measured cloud base height zb by

R
(zb)
eff,ref = Rref,above

eff −
(
Rref,above

eff −Rref,below
eff

)
·
(

zabove − zb

zabove − zbelow

)
.
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The interpolated data is again fitted by linear regression to a third order polynomial
and is then evaluated at the previously derived δ̄rat(zref). To prevent ambiguity in the
following, the hat on the symbol R̂ref

eff denotes, that it is not a variable but a value.
Figure 4.10a illustrates the retrieval of the effective radius at reference height for the
example case corresponding to 00:03:30 UTC.

After the effective radius at reference height (here 75 m above cloud base) R̂ref
eff was

determined in the first step, it can be used together with δ̄f to find the extinction
coefficient within the look-up tables, by following the procedure in Sec. 3.6. Simulated
matrices M =

[
Rref

eff , αref , δ̄f

]
are loaded for the two nearest cloud base heights, and are

interpolated for the measured cloud base height by

M(zb) = Mabove −
(
Mabove −Mbelow

)
·
(

zabove − zb

zabove − zbelow

)
.

Results for the example case corresponding to 00:03:30 UTC are displayed in Fig. 4.10b.
The 3-dimensional array can be reduced to a 2-dimensional array by using R̂ref

eff , which
was determined in the previous step[

R̂ref,sim
eff , αref , δ̄f

]
=
[
αref , δ̄f

]
,

where R̂ref,sim
eff is the simulated value closest to the calculated R̂ref

eff . The array is fitted
to a second order polynomial function

αref = a0 + a1δ̄f + a2δ̄
2
f , (4.15)

as can be seen in Fig. 4.10c. Afterwards, the function is evaluated at the measured/cal-
culated δ̄f(zref) to obtain the extinction coefficient at reference height.

Calculation of canonical microphysical properties

The microphysical properties can be calculated for the whole sub-adiabatic cloud from
the values at reference height following Sec. 3.6. The effective radius and extinction
coefficient are found by means of Equ. 3.19 and Equ. 3.23, respectively. The liquid
water content is determined by Equ. 3.24 . The cloud droplet number concentration is
calculated by Equ. 3.9, with k = 0.75 in the case of continental environment or k = 0.8
for marine environment. However, the difference in the factor has only a minor influence
on the result. ND is independent of height by model assumption. A summary of the
relevant equations are given below:

Reff(z) = Rref
eff

(
z − zb

zref − zb

)1/3

,

α(z) = αref

(
z − zb

zref − zb

)2/3

,

cw(z) =
2ρ

3
Reff(z) α(z),

ND =
1

2π

1

k
αref

(
Rref

eff

)−2
.
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Figure 4.10: Retrieval in several steps. Polynomial fit curves of the reference radius
versus δ̄rat are given in (a). Dashed curves represent values of the look
up tables, the solid curve displays the interpolated curve. The evaluation
point is marked as purple dot. The values of the interpolated matrix for
the measured cloud base height (3942 m) is represented in (b), where the
black line indicates R̂ref

eff which was retrieved in the previous step. The
values along the black line represent the relevant data subset, which is also
displayed and fitted to a polynomial in (c). The evaluation point of the
polynomial for the calculated δ̄f is highlighted by the purple dot.



54

5 Measurements and Results

During the last 2 years four PollyXT systems have been equipped with the new near-range
cross-polarization 523 nm channel. The upgraded systems are PollyXT Arielle, which is
part of the ship borne facility OCEANET-Atmosphere and the PollyXT which is part of
the mobile multi–instrument platform LACROS. Two systems have been newly built,
which are the PollyXT ”Cyndi”, which is currently located in Limassol, Cyprus and the
PollyXT, which is long-term based near Dushanbe, Tajikistan.

The OCEANET-Atmosphere facility was operated aboard the German ice breaker
Polarstern during the MOSAiC campaign. The MOSAiC campaign was conducted from
September 2019 to October 2020 and is the largest field campaign which was ever realized
in the Arctic. The LACROS facilities operate in the framework of the DACAPO-PESO
(Dynamics, Aerosol,Cloud and Precipitation Observations in the pristine Environment of
the southern Ocean) campaign from November 2018 to date. The newly built PollyXT

which is located in Dushanbe is part of a CADEX (Central Asian Dust Experiment)
follow-up campaign since June 2019 (Hofer et al., 2017; Engelmann et al., 2019). The
other currently installed PollyXT system Cyndi operates within the framework of the
EXCELSIOR (Excellence Research Center for Earth Surveillance and Space-based Mon-
itoring of the Environment) project. Due to the Covid-19 pandemic the start was delayed
to October 2020. To demonstrate the implementation of the method two measurement
sites were chosen to contrast liquid water clouds for different aerosol conditions. Within
the MOSAiC campaign measurements have been performed in very pristine marine con-
ditions with generally low aerosol concentrations. In Dushanbe continental air masses
prevail with generally much higher aerosol concentrations. Around 30 data sets for each
of the two measurement sites have been inspected and one representative case from
each site is presented. Moreover, the measurement case which was conducted during
MOSAiC was compared with Cloudnet results from radar and microwave-radiometer
measurements.
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5.1 Case Study : 13-14 November 2019 - during the MOSAiC
Expedition

On 13-14 November 2019 Polarstern was located close to the North Pole at 86◦6N 117◦8E.
During that time of the year the sun does not rise above the horizon, hence, the mea-
surements have been taken during night time conditions. Figure 5.1 shows an overview
of the two days from 13 November 21:37 UTC to 14 November 06:00 UTC.

From 21:37 UTC to 21:50 UTC the lidar detected no clouds in the full height range.
From 21:50 UTC a stratiform cloud layer formed at around 1.8 km height, leading to
an attenuation of the lidar signal roughly 500 m above cloud base. The result of the
cloud-base height detection is indicated in Fig. 5.1 (b) and (c) as magenta line. The
volume depolarization ratio was low at cloud base because cloud droplets are spherical,
but increased within the cloud layer due to multiple scattering [see Fig. 5.1(c)]. Such
a signal is typical for a liquid water layer. The backscatter coefficient at 532 nm at
2 km height and before the cloud appeared was < 0.05 Mm-1sr-1 as indicated by the
automatic calculations from PollyNET (http://picasso.tropos.de). Assuming a lidar
ratio of 50 sr the extinction coefficient was below 2.5 Mm-1, which indicates a very low
aerosol concentration and thus a low cloud condensation nuclei (CCN) concentration.
The calibration constant for the linear depolarization ratio of the far-range FOV was
determined by the absolute ∆90°-calibration and the calibration constant of the near-
range was calculated relatively (following Sec. 4.2). The calibration parameters and
the determined calibration constants are presented in Tab. 5.1. From 23:30 UTC on 13
November to 04:00 UTC on 14 November volume linear depolarization ratios of around
δV ≈ 10% could be observed below the liquid water layer which was caused by ice
particles falling out of the cloud.

Table 5.1: Parameters for the linear depolarization calibration of both field-of-views. If
a liquid water layer was present the height-range for the automatic relative
calibration process of the N/R FOV was restricted to heights below cloud
base zb.

FOV Rt R⊥ height range [m] C

F/R 1.09 125 375-1875 0.1513

N/R 1 2000 1000-3000 0.0365

Mean values of the volume depolarization ratio of the F/R FOV an the N/R FOV
can be seen in Fig. 5.2 for cloud-free and cloudy conditions. During the cloud free
period [see Fig. 5.2(a)] the volume linear depolarization ratio of the F/R FOV was close
to δVf = 0.53% , which is the linear Rayleigh depolarization ratio of pure molecular
depolarization for a 1 nm wide detection band/interference filter, indicating the absence
of aerosols. The volume depolarization ratio of the N/R FOV and the F/R FOV are close,
which indicates that the calibrations of the linear depolarization ratios evoke meaningful
results.

http://picasso.tropos.de
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Figure 5.1: Overview of range corrected signal (a) and volume linear depolarization ratio
(d). Both retrieved from the F/R field-of-view at 523 nm. The cloud base
found by the algorithm is indicated as blue (b) and magenta (c) line. The
∆90° calibration took place at 02:30-02:40 UTC. The thin vertical lines from
22:40 to 23:50 UTC and 04:20 to 06:00 UTC are due to missing data. The
mean volume linear depolarization ratio was calculated for the cloud-free
period and the cloudy period which are indicated by red boxes and resulting
profiles are presented in Fig. 5.2. .
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Figure 5.2(b) shows the mean volume depolarization ratio for a period while the cloud-
layer was present. Within the first few hundred meters above cloud base the values of
both FOVs increase due to depolarization by multiple scattering on water droplets. The
increase is stronger in the N/R FOV, as expected due to the wider opening angle of the
telescope.
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Figure 5.2: Volume linear depolarization ratio of the F/R and the N/R FOV for the
cloud-free period from 21:37 to 21:50 UTC (a) and for a period from 22:00
to 23:00 UTC on 13 November 2019(b) with the liquid water layer present.
Vertical black dashed lines indicate the value of theoretical pure Rayleigh
signal δRayleigh = 0.53%. The horizontal dashed line indicates the average
cloud base height. For better representation the signals were smoothed with
a moving average filter of span 10.

Following the processing scheme presented in Sec. 4.4, an averaging of the signals
along the cloud base contour over 3 minutes was performed. Then, the integrated de-
polarization ratios of both FOVs from cloud base to zref = zb + 75 m were determined
for each data point. The results can be seen in Figure 5.3. The ratio δ̄rat = δ̄n/δ̄f was
found to be around 0.9. At some points, the value of δ̄rat exceeds the upper limit of the
look-up table and those points were excluded from the analysis. The maximum photon
count rates of the signal within 75 m above cloud base heights are shown in Fig. 5.3(b)
for all four channels and are discussed in Sec. 5.3.
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Figure 5.3: Input parameters for the dual-FOV depolarization method retrieved by
PollyXT-OCEANET. The averaged cloud base values are given in (a). Max-
imum photon count rates within 75m meter above cloud base of all four
channels are given in (b). The reference height of the integrated depolar-
ization ratios of both FOVs (c) and their ratio (d) was 75 m above cloud
base. The range of acceptable values is indicated by the red and the black
lines. The boundaries depend on cloud base height. The lines correlate to
minimum (red) and maximum (black) effective radii which were simulated
for the look-up tables. Values outside this range cannot be processed by the
inversion algorithm.
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The results of the applied dual-field-of-view depolarization method for the presented
case study are shown in Fig. 5.4. The cloud base height was stable in time scales of min-
utes but constantly decreased from around 1.9 km at 22:00 UTC to 1.7 km and increased
from 4:00 UTC again to 1.9 km. The extinction coefficient at 75 m above cloud base was
at average < αref >= 12.67 km-1 and ranges from 8 km-1 to 17 km-1. The values for effec-
tive radius at zref vary from 10 µm to 16 µm and the mean is < Rref

eff >= 12.83 µm. The
average liquid water content at reference height was calculated as < cw >= 0.11 g/m3,
ranging from 0.07 g/m3 to 0.16 g/m3. The mean cloud droplet number concentration
was calculated as < ND >= 15.93 cm-3 and values range from 10 cm-3 to 25 cm-3. The
source of the uncertainties and the resulting errors in the microphysical properties as
well as a comparison with Cloudnet results are discussed in Sec. 5.3.
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Figure 5.4: Averaged cloud base height (a) and cloud-microphysical parameters from
PollyXT-OCEANET measurements by the dual-FOV depolarization method.
The extinction coefficient (b), the effective radius (c) and liquid water con-
tent (d) are retrieved at 75 m above cloud base. The cloud droplet number
concentration is given in (e).



5 Measurements and Results 61

5.2 Case Study : 15-16 September 2019 - Dushanbe,
Tajikistan

Several major global sources for mineral dust, like the deserts of Taklamakan, Karakum,
Kyzylkum and Aralkum are located in Central Asia. Also mineral dust from Middle
Eastern and Saharan deserts mixed with anthropogenic pollution are commonly observed
at the measurement site in Dushanbe (Hofer et al., 2017; Engelmann et al., 2019). An
18-month measurement campaign was conducted from 2015 to 2016 in the framework of
the Central Asian Dust EXperiment (CADEX). In the course of the long-term project
for a PollyXT in Cyprus and Tajikistan (PoLiCyTa), which was founded by the German
Federal Ministry of Education and Research (BMBF) a new PollyXT was constructed
for the measurement site in Dushanbe, which was installed as a collaboration between
TROPOS and the Physical Technical Institute of the Academy of Sciences of Tajikistan.
The system includes the new channel to measure the cross-polarized light in the near-
range at 532 nm. Here, first measurements of the cloud droplet number concentrations
over Dushanbe using the dual-FOV depolarization method are presented. The measure-
ment case comprises data from 15 September 2019, 19:00 UTC to 16 September 2019
4:00 UTC. Figure 5.5 gives an overview of the range-corrected lidar signal and depolar-
ization ratio at 523 nm. Sunrise was at 1:06 UTC, hence, the measurements have been
performed during night time and daylight conditions. From 19:00 UTC to 20:20 UTC
no clouds were present. From 20:20 UTC clouds prevailed between 3.2 km and 3.5 km.
Results of the cloud-base search algorithm are shown in Figure 5.5 (b) and (c). The
range corrected signal and the linear volume depolarization ratios indicate high aerosol
concentration, The aeroslos extinction coefficient as reported from the automatic Pol-
lyNET analysis was at the order of 50 Mm−1 to 100 Mm−1 below the cloud layer and
thus more than 20-40 times higher than in the first case study. Due to the high aerosol
concentration the top of the residual boundary layer is visible in the cloud-free regime.
The cloud base showed a rather high short-term variability due to turbulence at the
cloud top most likely caused by radiative cooling at the cloud top. After sunrise the top
of the boundary layer and the cloud deck became more stable. The calibration of the
linear depolarization ratios has been executed analogously to the first case study. The
corresponding calibration parameters and evaluated calibration constants are given in
Tab. 5.2.

Table 5.2: Parameters for the linear depolarization calibration of both field-of-views. If
liquid water clouds were present the height-range for the relative calibration
process of the N/R FOV was automatically restricted to heights below cloud
base zb.

Rt R⊥ height range [m] C

FOVf 1.05 1666 375-1875 0.0079

FOVn 1 250 750-1500 0.0017
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Figure 5.5: Overview of the range corrected signal at 532 nm and the volume linear
depolarization ratio at Dushanbe, Tajikistan. The range corrected signal
is shown in (a). Figure (b) shows the same data at higher resolution and
the cloud base indicated by the blue line. The volume linear depolarization
ratio is presented in (d). The same data is shown in (c), with the cloud
base indicated as magenta line. Mean profiles of the linear depolarization
ratio (see Fig. 5.7) were calculated from two periods with different cloud
conditions as indicated by red boxes.
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Figure 5.6 shows preliminary results of the automatic PollyNET target classification
(Baars et al., 2017) retrieved from http://picasso.tropos.de. The target classifica-
tion identified two aersol layers, (i) and (ii) over the whole period and a shallow third
aerosol layer (iii) as well as aerosol-free atmosphere (iv) were detected during cloud-free
conditions. The different layers are also indicated in Fig. 5.7, which shows temporal av-
erages of the linear volume depolarization ratio for cloud-free and cloudy conditions. In
cloud-free conditions the linear volume depolarization ratio of both FOVs are close over
the complete height range, which is expected due to the absence of multiple-scattering.
The lowest aerosol layer (i) is visible from 0.5 km to 2.5 km at 19:00 UTC conditions
and the top goes down to 2 km until 4:00 UTC. The PollyNET target classification iden-
tified this layer as pure dust and the volume linear depolarization ratio of the lowest
layer was around δV = 15%. Above, there was a second aerosol layer (ii), which was
identified as polluted dust and the linear volume depolarization ratio moderately drops
to δV = 7.5%. The shallow third aerosol-layer (iii) which was visible during cloud-
free conditions is reflected in a sharp decrease of the linear volume depolarization ratio
from 3.5 km to 3.8 km down to the value of pure Rayleigh linear depolarization ratio by
molecules (0.053 %) which indicates aerosol-free troposphere (iv) above 3.8 km as also
identified by the automatic target classification. Aerosol-layer (iii) is further discussed
in Sec. 5.3. In the presence of clouds, the linear volume depolarization ratio was low
at the cloud base (δV = 0.025) and increased with penetration depth. The increase
of depolarization in the N/R FOV was stronger, as expected for depolarization due to
multiple scattering. The signals of all channels were strongly attenuated above cloud
which caused a low signal to noise ratio as seen in Fig. 5.5 and Fig. 5.7(b).

For the analysis of the inversion procedure several intermediate results are shown in
Figure 5.8. The cloud base was averaged over 3 minutes. Maximum photon count rates
within 75 m above cloud base are shown in Fig. 5.8(b). None of the four channels
exceeded 50 Mcps because the cloud base was rather high in this case. The integrated
depolarization ratios of both FOVs and the ratios of the two, δ̄rat, are displayed in
Fig. 5.8(c) and (d), respectively. The values of δ̄rat lie very well within the range
which is available from the look-up tables. The data was further processed by the
inversion retrieval and results are presented in Fig. 5.9. The cloud-base variability from
3097 m to 3577 m was manly caused during night time conditions and at average the
cloud base height was < zb >= 3357 m. The value of extinction coefficient at reference
height was mostly between 15 km-1 to 27 km-1 with some lower outliers after sunrise
at around 3:00 UTC and 4:00 UTC. The mean value of the extinction coefficient was
< αref >= 21.28 km-1. The effective radius of the cloud droplet size spectrum at reference
height was on average < Rref

eff >= 4.85 µm and ranged from 3.92 µm to 7.30 µm. The
liquid water content is the (scaled) product of effective radius and extinction coefficient
at 75 m above cloud base and was on average between 0.045 g/cm3 and 0.10 g/cm3, with
some lower outliers, which propagated from the low outliers in the extinction coefficient
into the values of the liquid water content. The droplet number concentration is stronger
correlated to the variability of the effective radius than the liquid water content and
ranges between 63.71 cm-3 and 336.17 cm-3 around the average of < ND >= 202.77 cm-3.
Mean values and their standard deviations are summarized in Tab. 5.3.

http://picasso.tropos.de
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Figure 5.6: Preliminary results for automatic target classification from PollyXT retrieved
from http://picasso.tropos.de.
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Figure 5.7: Volume linear depolarization ratio of the F/R and the N/R FOV for the
cloud-free period from 19:00 to 20:00 UTC (a) and for a period with clouds
present from 2:41 to 3:10 UTC (b). Vertical dashed line indicates the range
of theoretical pure Rayleigh signal at 0.53%. Horizontal dashed lines indicate
the boundaries between different layers of different aerosol conditions (i-iv).
The base of the liquid layer is indicated by zb. For better representation the
signals were smoothed with a moving average filter of span 10.

http://picasso.tropos.de
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Figure 5.8: Input parameters for the dual-FOV depolarization method retrieved by
PollyXT in Dushanbe. The averaged cloud base values are given in (a). Max-
imum photon count rates within 75m meter above cloud base(b). Integrated
depolarization ratios of both FOVs are given in (c) and their ratio is depicted
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for the look-up tables. Values outside this range cannot be processed by the
inversion algorithm.
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Figure 5.9: Microphysical parameters at 75 m above cloud base. The averaged results
of the cloud-base search can be seen in (a). Inversion results for extinction
coefficient and effective radius both at 75 m above cloud base are given in
(b) and (c), respectively. Below, the liquid water content at 75 m above
cloud base and the droplet number concentration are plotted in (d) and (e)
respectively
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5.3 Uncertainties and Discussion of Measurements

In this section different sources of uncertainties are described and the propagation of
errors for the liquid water content and the droplet size distribution is shown. Moreover,
saturated photon counters are identified as possible source of errors and a challenge
within measurement practice. Future improved measurement hardware setups are dis-
cussed which would solve the technical problem of measuring aerosols and liquid water
clouds at the same time.

Further, the measurements during the MOSAiC-campaign gave the unique opportu-
nity to compare results which were retrieved by the dual-FOV depolarization method to
results from a multi-instrument (radar and microwave radiometer) Cloudnet retrieval.
A comparison of the range-resolved LWC for both methods is given in this section. Fi-
nally, the two measurement cases are contrasted, highlighting the functionality of the
implementation within two different aerosol regimes.

Uncertainties and Estimation of Errors

The sources of errors due to the measurements are primarily caused by uncertainty of
the determination of the cloud base height and by the integrated depolarization ratios of
both field-of-views. The estimate of the cloud base height is assumed to have an error of
±2 height bins which is equivalent to ±15 m. The uncertainty in the calculation of the
integrated depolarization ratio was estimated by Jimenez et al. (2020a) to be smaller than
5%. The contribution of the uncertainties and the error propagation within the model
(caused by using the polynomials Equ. 3.14 and 4.15) were analyzed with extended
error simulations by Jimenez et al. (2020a). The authors determined the error of the
retrieval for the effective radius as σReff

≈ 0.15Reff (or 15% relative error) and for the
extinction coefficient σα ≈ 0.15α to 0.20α (or 15-20% relative error). By the law of
error-propagation the error in the liquid water content is

σcw ≈
(
σReff

Reff
+
σα
α

)
cw = (0.15 + 0.2) cw = 0.35cw , (5.1)

or 35% relative error. The error of the cloud-droplet number concentrationND is stronger
affected than σcw due to the inverse square dependency onReff (see Equ. 3.25) and results
in

σND
=

(
2
σReff

Reff
+
σα
α

)
= (2 · 0.15 + 0.2)ND = 0.7ND . (5.2)

The uncertainties of macro- and microphysical cloud-properties are summarized in Tab.
5.3 and reflected in the error bars in Fig. 5.4 and Fig. 5.9.

The marine measurement case might have another technical source for a systematical
error: The maximum photon counts of some channels are larger than 100 Mcps. At
very high photon count rates the dead-time correction function (see Sec. 4.3) underesti-
mates the measured counts. It is not possible to precisely determine the error due to the
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ambiguous photon count results at this very high count rates without reference measure-
ments. However, a rough error estimation by simulation for this specific measurement
case (see App. C) indicates that the effective radius and liquid water content seem to
be systematically overestimated and actual values might be 15-20 % smaller than the
retrieved values. The actual cloud droplet number density might be approximately 35%
higher than the retrieved values. These systematic errors are very specific to this mea-
surement case and base on rather heuristic arguments, therefore, they are not reflected
in the figures and tables. Nevertheless, the systematic error points to a general problem
which is caused by the large range in the magnitude of lidar returns while measuring
aerosols and liquid water clouds at the same time. Especially low liquid water clouds and
liquid water clouds with high backscatter coefficients cause very strong signal returns
compared to the aerosol signals. E.g.: During the measurement case in marine envi-
ronment low aerosol concentrations caused small lidar signals whereas the liquid water
layer, which was below 2 km, caused very high lidar signals. However, aerosol properties
and cloud-microphysical properties must be well determined to examine aerosol cloud
interaction. To overcome the technical difficulties there are in general two options to
improve the hardware. The most direct approach would be to increase the signal range
of the detectors, which means that the dead-time of the photon discrimination electron-
ics of the PMT has to be lowered. This approach is a question of electronic design
and technically very challenging. The second approach would be to probe aerosol and
clouds with different channels. Separate detection can be realized through an upgrade of
PollyXT which includes the implementation of three further liquid-water cloud dedicated
channels. The newly developed N/R cross-polarization channel is already dedicated to
cloud detection only but an additional detector for the N/R total-signal unit needs to be
built in as well. The F/R receiver has to be upgraded by two cloud dedicated detectors
and according beam splitters to measure the total and the cross-polarized lidar return
with respect to the laser polarization plane at 532 nm. These upgrades are theoretically
rather easy to realize but practical challenges are given due to the very confined space
in the system and the photon-counting data acquisition hardware has to be capable to
process three more channels.

Comparison with Cloudnet Results

The first measurement case presented in this thesis was conducted during the MOSAiC
field-campaign. In parallel to the PollyXT also a HATPRO microwave radiometer on-
board the OCEANET-Atmosphere container and a separate cloud-radar from the At-
mosphere Radiation Measurement (ARM) facility was operated. The combination of
lidar, radar and microwave radiometer measurements facilitates the use of the Cloudnet
multi-instrument retrieval (Illingworth et al., 2007; Griesche et al., 2020). Preliminary
results were processed by Kerstin Ebell from the University of Cologne and were used
for a comparison with results from the dual-FOV depolarization method. The most
direct measurement of liquid water was done by the microwave radiometer, but it only
provides the column-integrated liquid water path (LWP). Cloudnet then uses the LWP
together with the cloud-radar reflectivity to determine the profile of the liquid-water
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content throughout the cloud. In order to compare the results of the dual-FOV de-
polarization method directly to the Cloudnet results, the liquid-water content (LWC)
ideally should be integrated from cloud base to cloud top. But a possible comparison is
not straightforward because the lidar cannot penetrate throughout the whole cloud and
on top of the cloud sub-adiabaticity might not be given because of dry-air entrainment
from the top. Also the height resolution of Cloudnet is 30m while the lidar measures at
7.5m resolution. Therefore, the LWC retrieved by both methods was averaged for the
first 60 m above cloud base. Figure 5.10 shows the mean liquid water content within
the lowest 60 m of the cloud retrieved by Cloudnet and by the dual-FOV depolarization
method.
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Figure 5.10: Liquid water content averaged from cloud base to 60 m above cloud base.
Results retrieved by radar and microwave radiometer measurements and
processed with Cloudnet are given with the red bold line. The confidence
interval of the Cloudnet result reaches from 0 to the thin red line and is
determined by instrumental uncertainties and the values are direct product
of provided data. Results retrieved by lidar and processed with the dual-
FOV depolarization method are indicated as blue dots with indicated 35%
relative error.

The value of both methods coincide very well. But on average the values retrieved by
Cloudnet are slightly smaller than the values retrieved by the dual-FOV depolarization
method. The systematic deviation might result from a scaling which is performed within
a Cloudnet retrieval. The Cloudnet software uses model temperature and pressure to
calculate the theoretical adiabatic liquid water content gradient and the liquid water
content is then scaled such that its integral matches the radiometer measurement, i.e.
the liquid water content then follows a quasi-adiabatic profile. However at the cloud top,
the liquid water content might actually be smaller than assumed by the quasi-adiabatic
model because dry air is mixed into the cloud from above. This might lead to an un-
derestimation of the liquid water content in the lower part of the cloud by the Cloudnet
approach.
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As discussed earlier, in this specific measurement situation the liquid water content
might be overestimated by the dual-FOV depolarization method due to saturated photon
counters. It can be seen that until 4:00 UTC the values derived by the dual-FOV
depolarization method are on average larger than the values retrieved by Cloudnet. But
from 4:00 UTC the mean liquid water content found by dual-FOV depolarization method
is closer to the values of the Cloudnet retrieval than before 4:00 UTC. A possible reason
for this might be that from 4:00 UTC the maximum photon count rates within 75 m
of some channels dropped below 100 Mcps (see Fig. 5.3 on page 58) and therefore the
liquid water content is less overestimated than before 4:00 UTC.

Comparison of the Results with Respect to the Different Aerosol Regimes

The retrieved cloud base heights and microphysical properties of the liquid layer for the
two measurement cases are presented in Tab. 5.3. The results of the effective radius
and the cloud droplet number concentration are in good agreement with in-situ studies
of marine and continental liquid water layers (MILES et al., 2000). In marine pristine
conditions, on average, less CCN are present, than in continental air masses with high
aerosol loads. The smaller number of CCN activation result in fewer but larger droplets.

A thorough aerosol-analysis of the measurement cases was beyond the scope of this
thesis. However a rough comparison of the two different aerosol regimes and the related
cloud-microphysical properties is presented in the following. It is well known, that the
number concentration of aerosols are related to the cloud droplet number concentration
and the effective radius of the droplet size distribution. But the type of aerosol deter-
mines the efficiency of the aerosol to act as CCN and therefore also shapes the droplet
size distribution. Hence, for the description of the formation of liquid water clouds
it should be distinguished between desert-dust and non-desert-dust particles (Koehler
et al., 2009; Mamouri and Ansmann, 2014). The aerosol-concentration in the measure-
ment case from MOSAiC can be assumed to be low and the low linear depolarization
ratio indicates the absence of desert dust (see Sec. 5.1). The measurement case from
Dushanbe in contrast showed high aerosol concentrations and aerosol layer (ii) was typed
as polluted desert dust (i.e. a mixture of hydrophobic and hygroscopic aerosols). The
shallow third layer (iii) directly below the aerosol-free atmosphere reflects the region of
hygroscopic growth of the non-desert-dust fraction until the cloud formation starts. The
CDNC in the continental case is approximately by a factor 13 larger than in the marine
case and the effective radius is by a factor 2.6 smaller. These observations coincide with
the higher aerosol concentration in the continental case. However a more sophisticated
CCN typing like the POLYPHON method (Mamouri and Ansmann, 2014, 2016) and an
analysis of the water vapor supersaturation 1 would be needed to compare the above
factor to CCN and could not be done in the time of this thesis.

1The water vapor saturation is very sensitive to air updraft conditions, which would need further
instrumentation to be measured.
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Table 5.3: Overview of the results of the case studies in pristine marine conditions and
in continental aerosol conditions including the standard deviation within the
measurement period. The given (theoretical) uncertainties come from the
instrumentation and from error-propagation as previously.

Parameter MOSAiC Dushanbe Uncertainty

zb m 1727± 65 3356± 88 ±15 m

α75 km-1 12.7± 1.7 21.3± 3.8 15-20 %

Reff,75 µm 12.8± 1.0 4.9± 0.6 15 %

cw,75 g/m3 0.11± 0.02 0.07± 0.01 35 %

ND cm-3 15.9± 3.1 202.8± 65.1 70 %
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6 Summary and Outlook

The goal of this thesis was the implementation of the dual-FOV depolarization technique
into PollyXT by means of hardware and software processing. The thesis started from
the basic lidar principle and summarized the quasi-small-angle approximation as the
theoretical framework of the used multiple scattering model. A review of other available
promising technical approaches to retrieve information from multiple-scattering revealed
that none of them was feasible for an implementation into a PollyXT system. The the-
oretical background which is the relationship between cloud-microphysics and optical
properties of clouds has been shown. Afterwards, the relation between effective radius
and depolarization was visualized and described by various light-scattering simulation
results. Based on these two main pillars, the possibility to discriminate between dif-
ferent cloud-droplet effective radii by depolarization measurements with two FOVs was
sketched. Subsequently the multiple scattering simulation model for the creation of the
look-up-tables was shown and the two step inversion retrieval for the effective radius and
the cloud extinction coefficient was expounded.

During the course of the thesis PollyXT hardware was upgraded while various tech-
nical aspects were considered and a new complete measurement channel was built in
including a telescope and a detector. In order to retrieve the linear depolarization ratio
the transmission ratios of the N/R FOV needed to be determined to apply a relative
calibration procedure. The retrieval of the cloud base height, the CDNC and other cloud
parameters was realized through the development of a software which implements the
dual-FOV depolarization method. The software is highly modularized and written in
well commented MATLAB® code and the software scheme was presented within this
thesis. This might be the starting point for a future inclusion into the lidar-product
software at TROPOS which processes data from all PollyNET stations.

Until today TROPOS equipped 4 PollyXT systems with the new hardware to employ
the dual-FOV depolarization method and another PollyXT is under construction: There
are stationary systems at Dushanbe in Tajikistan, Limassol in Cyprus and on Cabo
Verde (under construction). Further there is the mobile land-based LACROS platform
and OCEANET-Atmosphere platform which can be operated onboard of research vessels.

Within this work the functionality of the hardware and software implementation was
demonstrated based on measurement cases from OCEANET-Atmosphere and from the
Dushanbe measurement-site. As expected, the contrasting aerosol conditions between
the cases coincide with different results for the cloud microphysics. It was shown, that
in the presence of a high CCN concentration more and smaller droplets were formed
and the retrieved results of the CDNC agree well with literature average values. More-
over, the first measurement case was performed during the MOSAiC campaign and the
retrieved range resolved LWC could be compared to the results from a Cloudnet re-
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trieval which is based on radar and microwave-radiometer measurements. A very good
agreement between the results of the different measurement methods was found. During
MOSAiC almost one year of permanent measurements were performed and an automa-
tized retrieval software gives the opportunity to systematically study the microphysics
of liquid-water clouds in the pristine Arctic environment in the future.

Technical limitations of the method considering high lidar photon count rates caused
by strong backscatter by liquid-water layers were worked out. Since the simultaneous
observation of CCN and CDNC is of great interest a solution is presented to overcome the
obstacles of the high dynamic range in the measurements: In the future, PollyXT systems
might be upgraded with cloud-dedicated channels to enable unambiguous measurement
of liquid-water clouds in addition to sensitive aerosol measurements. Also the presented
software might be accomplished by an implementation of the POLYPHON-method to
analyze CDNC and CCN simultaneously. An inclusion of this combined software-suite
into the PollyNET software processing chain gives rise to statistical long-term studies
on aerosol-cloud interaction at high temporal and spacial resolution.



74

Lists of Symbols and Abbreviations

For the sake of legibility the list of symbols is restricted only to symbols which occur in
more than one section.

α cloud extinction coefficient

αref cloud extinction coefficient at reference height

C constant for the linear depolarization calibration

cw liquid water content

δV volume linear depolarization ratio

δ̄ integrated linear depolarization ratio

δ̄rat ratio of the integrated depolarization ratios of the 2 FOVs

k scaling factor that relates effective radius and mean volume radius

ND cloud droplet number concentration

P generally: deadtime- and range-corrected lidar signal

Reff effective radius

Rref
eff effective radius at reference height

Rt transmission ratio of the channel measuring the total signal

R⊥ transmission ratio of the channel measuring the total signal

z height above lidar

zb cloud base heigth of the liquid-water layer

zref reference height within the cloud

∆z integration depth into cloud

indeces

n concerning the near-range FOV or the near-range receiver

f concerning the far-range FOV or the near-range receiver

t concerning the total signal

⊥ concerning the cross-signal with respect

to the polarization plane of the laser polarization plane
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ARM Atmosphere Radiation Measurement

CDNC Cloud Droplet Number Concentration

CCN Cloud Condensation Nuclei

FOV Field-Of-View

F/R Far-Range

G-ICCD Gated Intensified Charge-Coupled Device

HATPRO Humidity And Temperature PROfiler

LACROS Leipzig Aerosol and Cloud Remote Observation System

lidar LIght Detection And Ranging

LED Light-Emmitting Diode

LoA List of Abbreviations (LoA)

MARTHA Multiwavelength Atmospheric Raman lidar for Temperature,

Humidity, and Aerosol profiling

MOSAiC Multidisciplinary drifting Observatory for the Study of Arctic Climate

MS Multiple Scattering

ND Neutral-Density

N/R Near-Range

PMT Photo-Multiplier Tube

PSD Particle Size Distribution

QSA Quasi-Small-Angle

radar RAdio Detection And Ranging

TROPOS Leibniz Institute for Tropospheric Research
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A Relations of the Modified-gamma
Distribution

The modified gamma distribution (normalized to unity) is defined by

fGam(x) =
1

Γ(α)
βγ xγ−1 exp [−βx] , (A.1)

γ is called a shape parameter, β is called a rate parameter and the mathematical
gamma-function can be written (MILES et al., 2000) as

Γ(x) =

∫ ∞
0

zx−1e−zdz (A.2)

The following equalities hold for the gamma function:

Γ(x+ 1)

Γ(x)
= x , x ∈ R (A.3)

Γ(n) = (n− 1)! , n ∈ N
(A.4)

As used for a particle size distribution N(r) with Nt being the total number of
particles the modified gamma distribution writes as

N(r) =
ND

Rn

1

Γ(γ)

(
r

Rn

)γ−1

exp

[
− r

Rn

]
, (A.5)

where Rn is the non-physical scaling-radius.
Other radii might be calculated accordingly to Flatau et al. (1989, p. 13),Donovan et al.
(2015) and using Equ. A.3:

Mean Radius: Rmean =
Γ(γ + 1)

Γ(γ)
Rn = γ Rn

Mode Radius: Rmode = (γ − 1) Rn

Effective Radius: Reff =
Γ(γ + 3)

Γ(γ + 2)
Rn = (γ + 2)Rn
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Volume Radius: Rv =

[
Γ(γ + 3)

Γ(γ)

]1/3

Rn =

(
(γ + 2)!

(γ − 1)!

)1/3

Rn

Comparing the last equation to Equ. 3.8 which is R3
v = k ·R3

eff we see that k can be
written in terms of γ

k =
R3

v

R3
eff

=

(γ + 2)!

(γ − 1)!
R3
n

(γ + 2)3R3
n

=
(γ + 2)(γ + 1)!

(γ + 2)(γ + 2)2(γ − 1)!
(A.6)

=
(γ + 1)!

(γ + 2)2(γ − 1)!
=

(γ + 1) γ!

(γ + 2)2 (γ − 1)!
=

(γ + 1)

(γ + 2)2
γ

(A.7)

To be clear on that: Here k describes the experimentally found linear relationship be-
tween volume radius and effective radius and should not be mixed up with the shape-
parameter k which is commonly used in an alternative parametrization of the gamma
distribution.

Rn γ Reff Rv k

Continental 0.65 8.7 6.955 6.283 0.737

Marine 1.35 8.6 14.310 12.913 0.735

Table A.1: Non-physical scaling radius Rn and rate parameter γ taken from MILES et al.
(2000). Further radii calculated from above formulas. All radii are given in
micrometer.

.
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B Moments of Size Spectrum

The second moment of a size spectrum can be written as

〈r2〉 =

∫ ∞
0

n(r)r2dr =

∫∞
0 n(r)r2dr∫∞

0 n(r)dr
·
∫ ∞

0
n(r)dr (B.1)

The first term is the mean surface of one droplet, the latter corresponds to the total
number of particles ND and one can write

〈r2〉 = R2
s ·ND, (B.2)

where Rs is the surface mean radius.

Analogously for the third moment of a size spectrum we write

〈r3〉 =

∫ ∞
0

n(r)r3dr =

∫∞
0 n(r)r3dr∫∞

0 n(r)dr
·
∫ ∞

0
n(r)dr (B.3)

Here the first term represents the mean volume of one droplet and we get

〈r3〉 = R3
v ·ND, (B.4)

where RV is the volume mean radius.
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C Rough estimation of the uncertainty
due to high photon count rates

As described in Sec. 4.3 very high photon count rates should be avoided. The dead-time
correction function underestimates very high count rates. At some point the PMT might
even reach a measurement plateau. In the following the induced error for the specific
measurement case of Sec. 5.1 was estimated.

The maximum uncorrected photon count rates which are present within the 75 m
above cloud base are presented in Figure 5.3. It can be seen that the total channel of
the N/R FOV measured values around 25 mega counts per second (Mcps). The other
three channels detected maximum photon count rates of 100 Mcps.

For the case of the F/R FOV this does not lead to a significant error in the integrated
depolarization ratio because in

δ̄′f(zref) =

zref∑
z=zb

P⊥f (z)

zref∑
z=zb

P tf (z)

both signals are underestimated by approximately the same amount. In the case of the
N/R FOV and

δ̄′n(zref) =

zref∑
z=zb

P⊥n (z)

zref∑
z=zb

P tn(z)

,

P tn(z) is properly adjusted by the dead-time correction. However P⊥n (z) is underesti-
mated. This error propagates into the inversion routine. To estimate the induced error
for this particular case a simulated run with ”corrected” photon count rates of the N/R
FOV cross channel as shown in the following Tab. C.1 was performed.
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Table C.1: Rough adjustment of the photon counts before dead-time correction.

80- 90 Mcps + 5%

90-100 Mcps +10%

100-110 Mcps +20%

110-120 Mcps +30%

>120 Mcps +40%
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öffnen. Zuletzt habe ich durch deine großartigen Korrekturen, ein bisschen mehr ver-
standen wie Wissenschaft funktioniert. Hannes Griesche danke ich für unkomplizierte
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